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In recent years, face recognition has grown significantly in importance and  
popularity. Google created FaceNet, a deep learning system, in 2015, and it 
performs very well in creating extremely precise and personalised numerical 
representations of faces, or embeddings. In order to swiftly and effectively 
identify people, this study evaluates FaceNet's effectiveness in producing  
face embeddings and applies it to a variety of classification techniques,  
including support vector machine (SVM), decision tree, random forest, and k 
nearest neighbours (KNN). A dataset with a wide range of positions, facial 
expressions, and lighting settings is used for the assessment. The findings of  
the experiment demonstrated that SVM with an radial basis function (RBF) 
kernel outperformed the other assessed classification techniques, achieving 
the maximum accuracy of 95%. These findings demonstrate the wide range 
of applications that face recognition technology may be used for, including 
identity management and security in different settings. 
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A. Introduction 
Facial recognition has become a very important and rapidly growing topic in 

recent years. This is mainly due to the need for more reliable and accurate security 
systems, which is crucial in various sectors such as law enforcement, access control, and 
service personalization. In addition, advances in hardware and software technology 
have enabled the development of more sophisticated and efficient facial recognition 
systems. These include improvements in computer processing speed, the availability of 
large face databases, and advances in deep learning algorithms that enhance facial 
recognition capabilities.  

FaceNet is one of the leading technologies in this field, developed by Google [1]. It 
uses deep learning techniques to generate a numerical representation (embedding) of a 
face [1] that effectively encapsulates key features. This process involves converting an 
image of a face into a series of numbers that reflect various aspects of the face, such as 
shape, feature position, and texture [2]. FaceNet is particularly effective in handling the 
wide variations in pose, lighting, and expression that often hamper other face 
recognition systems. This makes it particularly useful for applications that require a high 
degree of accuracy in face recognition across a wide range of conditions.  

Although FaceNet has provided excellent results, there is still potential to improve 
the accuracy further. One approach that can be taken is through the use of advanced 
machine learning techniques to classify the resulting embedding. By applying algorithms 
such as SVM [3], decision tree [4], random forest, and KNN [5], we can more effectively 
distinguish between individuals even under very challenging conditions. These 
classifiers can help in reducing identification errors and improving system reliability. 
The performance evaluation of these classification algorithms can be seen from the 
results of metrics such as accuracy, average weighted precision, and average cross-
validation, all of which provide insight into the effectiveness of the methods in real-
world scenarios.   
 

B. Literature Study  

There are several very good face recognition algorithms that use deep learning. 
Facebook's DeepFace has a 97.35% accuracy rate with a 0.25% standard deviation 
[6]. A significantly greater accuracy of 97.45% with a 0.26% standard deviation is 
offered by DeepID [7]. Google unveiled FaceNet in 2015, with the greatest accuracy of 
99.63%. The system was trained using a proprietary dataset made up of millions of 
photos from social media [1]. FaceScrub and CASIA datasets were used to train 
OpenFace, an extension of DeepFace and GoogleNet [8].  

The accuracy of 99.83% is shown on the LFW dataset by combining deep 
learning with the FaceNet model for feature extraction and face classification using 
SVM [3]. This accuracy is greater than that of 99.63% when using FaceNet alone  

[1]. Numerous classification techniques, including support vector machine 
(SVM) [9], k-nearest neighbours (KNN) [10], decision tree [11], and random forest 
[12], were extensively used in face recognition research and applications prior to the 
rise in popularity of deep learning.  

The way SVM works is by identifying the hyperplane that best divides the data 
classes. KNN uses a feature space's closest neighbours to choose which data to 
classify. Based on a series of if-then rules extracted from data attributes, decision 
trees classify data. In order to increase accuracy and decrease overfitting, random 
forests, which are collections of several decision trees, mix predictions from different 
trees.  
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With many methods in face recognition, this research aims to use FaceNet 
as feature extraction from faces. FaceNet converts facial images into high 
dimensional vectors that describe the unique characteristics of each face, called 
embedding. This embedding can then be used to compare different faces and 
determine if they belong to the same person.  

There will be other techniques employed in the classification step, 
including SVM, decision trees, random forests, and KNN. A number of 
combinations of these techniques will be put to the test and their effectiveness 
examined. For instance, to classify facial identity, SVM may be fed the FaceNet 
embedding as input. It is anticipated that combining these techniques would 
result in the combination that offers the optimum efficiency and accuracy for 
face recognition. Measuring accuracy, precision, recall, and F1-score for every 
tested combination of techniques is part of the performance analysis process. 
To make sure the suggested techniques can be used in practical settings, this 
study will also assess the processing speed and computing resource needs.  

 

   

Figure 1. System diagram 

 
 C. Method  

The process of the face recognition system, which consists of three 
primary parts: face detection, feature extraction, and classification, in Figure 1. 
Using MTCNN (Multi-task Cascaded Convolutional Networks), the procedure 
begins with face detection. This method finds faces in the input picture and 
calculates the bounding boxes around each face. FaceNet, a deep learning 
network that creates a vector representation or embedding of faces, is used for 
feature extraction after face identification. To guarantee that the embedding has 
a constant length a crucial factor for accuracy in later classification steps this 
method is followed by normalisation using L2. Using a variety of machine 
learning techniques, including support vector machine (SVM), decision tree, 
random forest, and k-nearest neighbors (KNN), the final step is to classify the 
embedding generated by FaceNet. Based on the embedding produced by 
FaceNet, these algorithms are used to recognize or identify faces; each method 
takes a different approach and produces a different outcome for the 
classification process.  
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1. MTCNN  

This research uses a dataset from Kaggle that contains images of celebrity 
faces [13]. The dataset comes with 17 labels and provides 100 photos per 
label, making a total of 700 photos. These photos are used to train FaceNet, 
and will then be classified using different algorithms and parameters. Before 
the training process, face detection is performed first. In this dataset, the 
photo content is not limited to just a person's face, but also includes context 
or other information about the subject or the environment where the photo 
was taken, such as the background and objects around the subject.  

  

   
  

Figure 2. Face detection using MTCNN  
  

The pre-processing of the dataset is done by removing other parts 
besides the face from the photo using Multi-Task Cascaded Convolutional 
Network (MTCNN) face detection [14], as illustrated in Figure 2. After the 
face is cropped using MTCNN, the processed dataset becomes cleaner, 
focused on the face, and has a uniform size of 160x160 pixels. This processed 
dataset is then used for training using FaceNet, which produces face 
embeddings. These embeddings are numerical representations of various 
facial features. These embeddings will then be classified using several 
machine learning techniques, including support vector machine (SVM), 
decision tree, random forest, and k-nearest neighbors (KNN).   

2. FaceNet  

FaceNet is a deep learning system designed for identity verification and 
facial recognition [1] with a high degree of accuracy. Figure 3 shows that 
FaceNet utilizes a deep neural network with the Inception ResNet 
architecture to process facial images as input. This architecture allows 
FaceNet to extract important features from faces more effectively, overcome 
the bottlenecks often encountered in deep neural networks, and build more 
complex models. The extracted features are then normalized using L2 
normalization to produce the face embedding, a compact numerical vector 
representation [15].  

  

 
Figure 3. FaceNet [1]  
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FaceNet produces an embedding as shown in Figure 4, which is a 
lowdimensional numerical vector of 128 vector elements representing the 
face of each learning. This embedding is a compressed representation of 
important facial features, such as eye distance, nose shape, and facial 
contours. The main advantage of FaceNet embedding is its compactness. 
Compared to the original image, the embedding is much more compact, 
allowing for more efficient data storage and comparison [9]. In addition, 
embedding allows FaceNet to effectively compare facial similarities by 
calculating the distance between vectors. This allows FaceNet to identify the 
same person under various lighting conditions and shooting angles.  

  

 

Figure 4. Embedding  

3. SVM  

One machine learning approach used for regression and classification is 
called support vector machine (SVM) [16]. As shown in Figure 5, SVM 
operates by determining the best hyperplane to divide data into distinct 
groups [17]. This hyperplane functions as a line or surface in a higher 
dimension to divide the data into two classes.   

  

  

Figure 5. Support vector machine (SVM) 

  

A kernel in support vector machines (SVM) is a function that raises the 
dimension of the data such that it may be separated in this higher space even 
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while the original space is not linearly separable [17]. Sigmoid, Polynomial, 
Linear, and Radial Basis Function (RBF) are a few frequently utilised kernel 
types. When data can be divided linearly, linear kernels are used; in contrast, 
polynomial kernels utilise polynomials to translate data into higher 
dimensions. The RBF kernel is very helpful for non-linearly separable data as 
it maps the data into higher dimensions using a Gaussian function. 
Conversely, sigmoid kernels are often used in artificial neural networks and 
make use of sigmoid functions. A regularisation parameter in SVM, the C 
value regulates the trade-off between maximising margin and limiting 
classification error. In contrast, the RBF kernel's Gamma function establishes 
the relative weight of each individual data point. When there are more 
dimensions than samples, SVM remains efficient and performs very well in 
highdimensional domains. Because the approach only employs a subset of 
training points in the decision function known as support vectors, it is also 
memory efficient.   

4. Decision Tree  

A tree structure, as seen in Figure 6, is used by the decision tree machine 
learning technique for regression and classification to generate judgements 
based on input characteristics. A test on an attribute is represented by each 
internal node in the tree structure, which is made up of branches and nodes. 
A class prediction or regression result is represented by each leaf node [11].   

  

  
 Figure 6. Decision tree  

 
The first step in creating a decision tree is determining which qualities, 

according to measures like variance reduction, entropy (information gain), 
and Gini impurity, are the best for splitting the data [18]. The primary 
benefits of decision trees are their capacity to handle many attribute types 
(both category and numerical), their ease of understanding, and their ability 
to manage data with missing values. One crucial variable is max depth [19], 
which is the tree's greatest depth measured from its roots to its leaves. Max 
depth regulates the model's complexity to avoid overfitting in the case of a 
big model and underfitting in the case of a small model.   

5. Random Forest  

An ensemble-based machine learning technique called random forest is used 
to regression and classification problems. As seen in Figure 7, this approach 
integrates many decision trees to create a more reliable and stable model 
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[20]. In order to minimise model variance and avoid overfitting, a random 
portion of the training data and a random subset of the features are used to 
build each tree in the forest. For classification tasks, the majority vote is used 
to determine the final prediction result, and for regression tasks, the average 
prediction is calculated from all decision trees in the forest [12].  
 

 

Figure 7. Random forest 

  

The "n-estimators" parameter, which specifies how many decision trees 
must be constructed for the model, is one of the key elements of random 
forest. Since additional trees lower the total model variance, the model 
predictions will be more reliable and accurate the more trees are employed. 
The amount of time and resources needed to train the model must be traded 
off, however. Thus, it's critical to choose n_estimators appropriately in order 
to balance computational efficiency and model performance.   

6. KNN  

One machine learning technique for classification and regression 
problems is k-nearest neighbours (KNN). It is an example of an instance-
based learning method that is non-parametric, meaning that KNN does not 
create explicit models during training or make any significant assumptions 
about the data's distribution. Rather, KNN generates fresh predictions by 
comparing them to preexisting data [21]. KNN uses the majority of the classes 
of its closest neighbours to classify a new data point in classification tasks 
[10]. In the meanwhile, as shown in Figure 8, the prediction value for the 
regression task is determined by averaging the values of the closest 
neighbours.  
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Figure 8. K-Nearest Neighbours (KNN) 

  

The number of closest neighbours to be employed for predictions is 
determined by the KNN's primary parameter, n_neighborsn [22]. More 
neighbours are taken into account in the prediction process the higher the kkk 
number, which might smooth out the model but lessen its sensitivity to specific 
inputs. On the other hand, if kkk is too tiny, the model may be very susceptible 
to data noise.  

D. Result and Discussion  

FaceNet uses triplet loss to produce high-quality embeddings that ensure the 

distance between embeddings of similar faces is smaller than that of different faces. 
In this research, SVM, decision tree, random forest, and K-NN use these embeddings 

as input features to build classification models that are able to identify or classify 
faces into specific identities. To improve the classification accuracy, many 

parameters can be changed in each method, for example: kernel in SVM, tree depth 
in decision tree, number of trees in random forest, and number of neighbors in K-
NN. To guarantee strong generalization in face recognition, model assessment is 

performed.   
To provide a complete view of the model's capacity to identify face 

embeddings from FaceNet, the model's performance is assessed using accuracy, 
Average Cross Validation Score Comparison, and Weighted Average Precision 
Comparison in this findings and experiments section. While the Average Cross 
Validation Score gauges the model's resilience to changes in the data, Accuracy 
gives information on the total proportion of accurate predictions. By taking into 
account the distribution of classes in the dataset, the Weighted Average 
Precision comparison is crucial for assessing the precision of predictions. When 
these measures are combined, they provide profound insights that help choose 
the optimal model for face embedding categorization while maximizing 
performance and flexibility to a range of data scenarios.  

In Figure 9, the Mean Cross-Validation Score Comparison graph gives a clear 
picture of the stability and generalization of the models across the datasets. SVM 
with RBF kernel (`C = 10, gamma = 'scale'`) and polynomial kernel (`C = 1, degree = 
3`) show the highest scores, demonstrating their ability to handle non-linear and 
complex data. Random forest also showed consistent and excellent performance, 
especially with a larger number of trees and higher tree depth. K-NN with  
`n_neighbors = 3` and distance weighting showed good performance, although not 
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as good as some SVM and random forest configurations. Decision tree has lower 
performance than other models, especially when the tree depth is limited.  

  

 

Figure 9. Mean cross validation 

 

Figure10. Weighted avg 

  

The Weighted Average Precision Comparison graph in Figure 10 shows that 
SVM with RBF kernel (`C = 10, gamma = 'scale'`) and polynomial kernel (`C = 1, 
degree = 2`) achieve the highest precision, highlighting their ability to handle 
nonlinear and complex data. Random Forest also showed excellent and consistent 
precision, especially with a larger number of trees and tree depth. K-NN with 
`n_neighbors = 3` and distance weighting provided good precision, although not as 
good as some SVM and random forest configurations. In contrast, decision tree has 
lower precision, especially when the tree depth is limited. This suggests that more 
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complex models such as SVM and random forest tend to provide higher precision 
on non-linear and complex data compared to simpler models such as decision tree 
and K-NN.  

  

   
Figure 11. Accuracy  

Table 1. Accuracy of training 

Parameters  Acc

uracy  
Parameters  Ac

curacy  

SVM {'kernel': 'linear', 'C': 

0.1}  
0,89

5  
SVM {'kernel': 'poly', 'C': 100, 

'degree': 2}  
0,8

975  

SVM  {'kernel': 'linear', 'C': 1}  
0,89

5  
SVM {'kernel': 'poly', 'C': 0.1, 

'degree': 3}  
0,8

95  
SVM {'kernel': 'linear', 'C': 

10}  
0,88

75  
SVM {'kernel': 'poly', 'C': 1, 

'degree': 3}  
0,9

05  
SVM  {'kernel': 'linear', 'C': 

100}  
0,85

5  
SVM {'kernel': 'poly', 'C': 10, 

'degree': 3}  
0,8

975  
SVM {'kernel': 'rbf', 'C': 0.1, 

'gamma': 'scale'}  
0,9  

SVM {'kernel': 'poly', 'C': 100, 

'degree': 3}  
0,8

975  
SVM {'kernel': 'rbf', 'C': 1, 

'gamma': 'scale'}  
0,9  

SVM {'kernel': 'poly', 'C': 0.1, 

'degree': 4}  
0,8

85  
SVM {'kernel': 'rbf', 'C': 10, 

'gamma': 'scale'}  
0,90

25  
SVM {'kernel': 'poly', 'C': 1, 

'degree': 4}  
0,8

975  
SVM {'kernel': 'rbf', 'C': 100, 

'gamma': 'scale'}  
0,9  

SVM {'kernel': 'poly', 'C': 10, 

'degree': 4}  
0,8

95  
SVM {'kernel': 'rbf', 'C': 0.1, 

'gamma': 0.01}  
0,14  

SVM {'kernel': 'poly', 'C': 100, 

'degree': 4}  
0,8

95  
SVM {'kernel': 'rbf', 'C': 1, 

'gamma': 0.01}  
0,88

75  
Decision tree (max_depth=5)  

0,3

375  
SVM {'kernel': 'rbf', 'C': 10, 

'gamma': 0.01}  
0,89

75  
Decision tree (max_depth=10)  

0,6

3  
SVM {'kernel': 'rbf', 'C': 100, 

'gamma': 0.01}  
0,89

5  
Random forest 

(n_estimators=50)  
0,8

975  
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SVM {'kernel': 'rbf', 'C': 0.1, 

'gamma': 0.001}  
0,14  

Random forest 

(n_estimators=100)  
0,8

95  
SVM {'kernel': 'rbf', 'C': 1, 

'gamma': 0.001}  
0,14  

Random forest 

(n_estimators=200)  
0,8

95  
SVM {'kernel': 'rbf', 'C': 10, 

'gamma': 0.001}  
0,88

25  
Random forest (max_depth=5)  

0,8

925  
SVM {'kernel': 'rbf', 'C': 100, 

'gamma': 0.001}  
0,89

75  
Random forest (max_depth=10)  

0,8

975  
SVM {'kernel': 'poly', 'C': 0.1, 

'degree': 2}  
0,88

75  
KNN (n_neighbors=3)  

0,8

925  
SVM {'kernel': 'poly', 'C': 1, 

'degree': 2}  
0,89

25  
KNN (n_neighbors=5)  

0,8

975  
SVM {'kernel': 'poly', 'C': 10, 

'degree': 2}  
0,89

5  
KNN (n_neighbors=10)  

0,8

975  

  

In Table 1 and Figure 11, the embedding of FaceNet is used as an input 
feature for SVM, decision tree, random forest, and K-NN classification models. The 
results show that SVM with polynomial kernel at configuration `C = 1` and `degree 
= 3` achieves the highest accuracy of 0.905, while SVM with RBF kernel at 
configuration `C = 10` and `gamma = 'scale'` also performs very well with an 
accuracy of 0.9025. Random forest and K-NN showed consistent performance with 
an accuracy of around 0.8975, signaling their ability to capture data variations 
without overfitting. In contrast, decision tree showed lower performance with the 
highest accuracy of 0.63 at a tree depth of 10, possibly due to the tendency of 
overfitting the training data. Thus, SVM with polynomial kernel and RBF provide 
the best accuracy for face embedding classification from FaceNet, while random 
forest and K-NN are also reliable choices, but decision tree requires additional 
techniques to improve its accuracy.  
 

E. Conclusion  

In this work, we use the FaceNet embedding to investigate how well different 
machine classification methods recognise and recognise faces. Google created 
FaceNet. involves classifying the face embedding produced by FaceNet using a 
number of classification methods, including support vector machine (SVM), 
decision tree, random forest, and k-nearest neighbours (KNN).   

The findings demonstrated the capacity of SVM to handle complicated and 
non-linear data, with the polynomial kernel (C=1, degree=3) achieving the 
maximum accuracy of 90.5% and the RBF kernel (C=10, gamma='scale') following 
closely behind with an accuracy of 90.25%. With an accuracy of around 89.75%, 
random forest demonstrated stable and strong performance, particularly at 
greater tree number and tree depth, demonstrating its dependability in capturing 
data variability without overfitting. With an accuracy of around 89.25%, KNN with 
n_neighbors=3 also fared well, but not as well as other SVM and random forest 
setups. However, in contrast to the other algorithms, decision tree performed 
worse, with the greatest accuracy of 63% at a tree depth of 10, maybe as a result of 
the training data's propensity to be overfit.   

To provide a thorough picture of the model's capacity to categorise face 
embeddings, measures for accuracy, mean cross validation score, and weighted 
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average precision were used in the model assessment process. The greatest results 
were obtained while categorising face embeddings from FaceNet using SVM with 
polynomial kernel and RBF. Random forest and KNN are also dependable options, 
however decision tree needs further methods to increase its accuracy. Overall, 
more complex models such as SVM and random forest are superior in handling 
non-linear and complex data than simpler models such as decision tree and k-NN. 
The study's findings provide crucial advice for selecting the best classification 
method for practical face recognition applications. This study demonstrates that a 
high degree of face recognition accuracy can be attained with the use of the 
embedding produced by FaceNet and an appropriate classification technique. This 
offers a potent and effective solution for security and service personalisation 
applications that need accurate face recognition.  
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