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Two questions are considered similar if the same response can be given to 
both. Due to the increase in users of consumer health forums, a growing 
number of similar questions are not being adequately answered. Identifying 
duplicate questions in online medical Question Answering (QA) forums offers 
several advantages for users and medical professionals. Therefore, it is crucial 
for online medical QA forums to identify similar questions to provide relevant 
and useful answers. This study examines a feature-based binary classification 
method for detecting similar questions in the Indonesian consumer health 
domain. The results indicate that the feature-based classification approach 
using the CatBoost model yields the best performance. The research also 
explores techniques to address class imbalance in the dataset, finding that 
imbalanced learning technique such as ADASYN and SMOTE results in 

improved classification performance. This study also analyzes discriminative 
features for identifying semantic similarity between question pairs, 
concluding that a combination of distance, medical, and encoding features 
produce the best results. 
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A. Introduction 
In online consumer health forums, users can post detailed inquiries to receive 

precise answers. However, as the user base of these medical Q&A platforms expands, 
the volume of queries significantly surpasses the capacity of qualified health 
professionals—specifically, doctors—to provide answers [1]. Furthermore, the 
proliferation of duplicate questions results in numerous inquiries remaining 
inadequately addressed. Consequently, the detection of similar questions emerges as a 
critical issue in online health Q&A forums. 

Identifying similar questions in these forums is essential not only for users 
seeking information but also for the health experts providing answers. One of the 
primary advantages of detecting duplicate questions is the reduction in user search 
time [2]. Additionally, recognizing similar questions allows medical professionals to 
leverage previous answers to address new inquiries effectively [3]. 

The identification of duplicate questions can be approached as a binary 
classification problem, involving comparing and determining whether two questions 
are semantically similar [4],[5]. This binary classification can be implemented using 
feature-based techniques with conventional machine learning models  [2],[6],[7] or 
through end-to-end deep learning models [5], [8]. Such methodologies are applicable 
for detecting similar questions within the health domain. 

This research aims to explore a feature-based binary classification approach, 
examining various features that can be extracted from annotated question pair 
datasets to identify similar questions in Indonesian-language consumer health forums. 
This study employs a boosting ensemble model which has been proven to surpass the 
performance of traditional models [9] and reduce variance while producing more 
stable and accurate predictions [10]. However, the dataset used in this study exhibits 
class imbalance, with fewer instances of similar question pairs compared to dissimilar 
ones. This imbalance presents challenges for evaluating the classifier's performance. 
Therefore, this study will also investigate imbalance learning techniques to address 
class imbalance in the dataset. 

 
B. Related Works 

The identification of semantically similar questions through a feature-based 
approach involves designing various textual attributes, including topic similarity, lexical 
similarity, and syntactic features [5]. Prior research proposed the calculation of cosine 
similarity across four discrete components—title, description, topic, and tags—resulting 
in a composite score derived from these weighted components [11]. Subsequent studies 
have enhanced the methodology of [11] by integrating information from titles, bodies, 
and tags to capture comprehensive textual data from questions, thereby mitigating the 
risk of overlooking synonymous terms distributed across different sections of question 
pairs. This research extracted features such as cosine similarity, term overlaps, entity 
overlaps, entity type overlaps, and WordNet similarity for training classification models 
[12]. 

Jabbar et al. [2] implemented binary classification using Gradient Tree Boosting 
(GTB), an ensemble learning technique, to detect similar questions. Their research 
utilized 40 selected features that encapsulated both semantic and structural similarities 
between question pairs. These features included traditional and non-traditional distance 
measures such as TF-IDF distance, Word Mover’s Distance (WMD), graph-based 

https://doi.org/10.33022/ijcs.v13i4.4264
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structural similarity measures, and embeddings-based distances like Word2Vec and 
Doc2Vec. 

Conversely, Ansari & Sharma [6] employed GloVe word embeddings and 
leveraged 300-dimensional vectors from Google News to extract various distance and 
text-based features. Although 28 features were initially extracted, only the 20 most 
effective features were retained for detecting similar questions. This study utilized 
ensemble boosting algorithms, such as XGBoost, and a deep learning model, specifically 
LSTM. 

In machine learning, ensemble models can outperform traditional models [9] and 
also deep learning models on tabular data [10]. Besides better performance, ensemble 
boosting models also require minimal hyperparameter tuning. Additionally, ensemble 
methods can reduce variance, resulting in more stable and accurate predictions [10]. 
They also offer advantages in terms of statistical robustness, computational efficiency, 
and representational capacity [13]. 
 
C. Research Method 
Dataset 

In this research, the dataset utilized comprises annotated question pairs 
without incorporating any supplementary information (e.g., user search history). The 
dataset originates from [14], which provides a test dataset in Indonesian for the health 
domain. This data set includes queries paired with several relevant (positive) 
questions and several irrelevant (negative) questions. The dataset construction was 
undertaken by [14] and was derived from Indonesian health Q&A websites. 

The dataset consists of 2437 annotated question pairs employed as both 
training and testing data across all experimental phases of this research. The training 
and testing split follows a 70:30 ratio, with 1729 pairs allocated to training and 708 
pairs to testing. The class distribution within the training and test sets, with non-
similar to similar question pairs, is 88:12 and 75:25 respectively, highlighting a class 
imbalance in the dataset. 

For the task of similar question detection using a binary classification approach, 
the annotation labels of the question pairs were adjusted accordingly. Non-relevant 
annotations were assigned a label of 0 (zero) for non-similar, whereas partially 
relevant and highly relevant annotations were labeled as 1 (one) to denote similar 
question pairs. Additionally, the question text, which includes the title and content, was 
preprocessed and concatenated into a single text string with a [SEP] separator 
between the title and content. Following preprocessing, the dataset underwent feature 
engineering for the purpose of feature extraction. 
 
Feature Engineering 

During the feature engineering process, the question text dataset will be 
vectorized using TF-IDF and several pretrained language encoding models to compute 
similarity features. A total of 38 features were successfully extracted and will be tested 
in this study. This research will be analyzed 16 out of 28 features proposed by [6]. 
These selected features are as follows: 
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Table 1. Features Used in this Study from [6] 

No. Feature Feature Type 

1 Difference in the length of questions Basic 

2 Qratio  Fuzzy 

3 Wratio  Fuzzy 

4 Partial ratio  Fuzzy 

5 Token set ratio  Fuzzy 

6 Token sort ratio  Fuzzy 

7 Partial token set ratio  Fuzzy 

8 Partial token sort ratio Fuzzy 

9 Word mover’s distance (WMD)  Distance 

10 Cosine distance  Distance 

11 Minkowski distance:  Distance 

12 Cityblock distance  Distance 

13 Euclidean distance  Distance 

14 Jaccard distance  Distance 

15 Canberra distance  Distance 

16 Braycurtis distance Distance 

 
This study also includes BM25 score as a feature, and proposes additional 

textual features, namely:  
 

The ratio of length disparity to total sentence length, calculated by the formula: 

𝑑(𝑄1, 𝑄2) =
|𝑄1 − 𝑄2|

𝑄1 + 𝑄2
 

(1.1) 
with 𝑄1 and 𝑄2 being the number of words in question sentence 1 and question 
sentence 2. 
 
The ratio of the length dispasrity to the average sentence length of question pair, 
calculated as follows: 

𝑑(𝑄1, 𝑄2) =
|𝑄1 − 𝑄2|

(
𝑄1 + 𝑄2

2 )
 

(1.2) 
In addition to the above features, this study also proposes new features specific 

to the healthcare domain, based on the presence of medical terms in the question 
sentences. Firstly, researchers extract medical terms from questions by referring to a 
list of medical terms1. Next, the extracted medical terms from each question are 

 

 
1 https://univindonesia-
my.sharepoint.com/:x:/g/personal/raniah_nur_office_ui_ac_id/EbZeMDTuRHVEprQ_azswu8EBNqEy_
QJP0CzHK_vPR7o0Lw?e=DPu4hy  

https://doi.org/10.33022/ijcs.v13i4.4264
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combined (joined) into one sentence. Finally, the combined medical terms from each 
pair of questions will be included to obtain the features below. 

 
Intersection of medical terms sets, calculated by:  

𝑑(𝑀𝑄1, 𝑀𝑄2) = 𝑀𝑄1 ∩𝑀𝑄2 (1.3) 
with 𝑀𝑄1  and 𝑀𝑄2  are sets of medical terms on question sentence 1 and question 
sentence 2. 
 
Jaccard score of intersection of medical terms sets, calculated by the formula: 

𝑑(𝑀𝑄1, 𝑀𝑄2) =
𝑀𝑄1 ∩𝑀𝑄2

𝑀𝑄1 ∪𝑀𝑄2
 

(1.4) 
 

The ratio of intersection of medical terms sets to the union of all terms in a 
question pair, that is: 

𝑑(𝑀𝑄1, 𝑀𝑄2) =
𝑀𝑄1 ∩𝑀𝑄2

𝑄1 ∪ 𝑄2
 

(1.5) 
with 𝑀𝑄1  and 𝑀𝑄2  are sets of medical terms on question sentence 1 and question 
sentence 2 and 𝑄1 and 𝑄2 are sets of terms on question 1 and question 2. 
  
 This study also proposes additional features involving encoding from a 
pretrained language model. From this encoding, Euclidean distance and Cosine 
Similarity are computed, resulting in features on 0. 
 

Table 2. Features Extracted from Encoding of Pre-trained Language Model 
Model Features 

firqaaa/indo-sentence-bert-base2 Euclidean distance and Cosine Similarity  
indolem/indobertweet-base-uncased3 Euclidean distance and Cosine Similarity  
stevenwh/indobert-base-p2-finetuned-mer-
80k4 

Euclidean distance and Cosine Similarity  

cahya/distilbert-base-indonesian5 Euclidean distance and Cosine Similarity  
thonyyy/pegasus_indonesian_base-finetune6 Euclidean distance and Cosine Similarity  
panggi/t5-base-indonesian-summarization-
cased7 

Euclidean distance and Cosine Similarity  

 
 This study also proposes RAKE [15] for extracting keyphrases to generate new 
features. Keyphrase extraction involves using custom stopwords composed of words 
or phrases with low IDF values, as well as extracting keyphrases without any additional 
stopwords. The extracted keyphrases are concatenated and then vectorized using TF-
IDF. Finally, Euclidean and Cosine Similarity distances are computed based on these 
word vectors, resulting in the features listed in 0Error! Reference source not found.. 
 
  

 

 
2 https://huggingface.co/firqaaa/indo-sentence-bert-base  
3 https://huggingface.co/indolem/indobertweet-base-uncased  
4 https://huggingface.co/stevenwh/indobert-base-p2-finetuned-mer-80k  
5 https://huggingface.co/cahya/distilbert-base-indonesian  
6 https://huggingface.co/thonyyy/pegasus_indonesian_base-finetune  
7 https://huggingface.co/panggi/t5-base-indonesian-summarization-cased  

https://huggingface.co/firqaaa/indo-sentence-bert-base
https://huggingface.co/indolem/indobertweet-base-uncased
https://huggingface.co/stevenwh/indobert-base-p2-finetuned-mer-80k
https://huggingface.co/cahya/distilbert-base-indonesian
https://huggingface.co/thonyyy/pegasus_indonesian_base-finetune
https://huggingface.co/panggi/t5-base-indonesian-summarization-cased
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Table 3. Keyphrases Features Extracted from RAKE 
Keyphrases Features 

With Custom Stopwords Euclidean distance and Cosine 
Similarity 

Without Custom Stopwords (original) Euclidean distance and Cosine 
Similarity 

 
Feature Importance 
 To understand how selected features influence classification performance and 
to identify discriminative features in question similarity detection, this research will 
analyze performance of these feature combinations: 
 

Table 4. Feature Combinations Analyzed in Feature Importance  
No. Feature Combination Description 

1 Combination of All 
Features 

The combination includes all features that have been extracted. 

2 Combination of 
Textual Features 

Eleven textual features such as difference in the length of 
question pairs, ratio of length disparity to total sentence length, 
Jaccard score, ratio of length disparity to average sentence length 
of question pair, and fuzzy features (Qratio, Wratio, Partial Ratio, 
Token Set Ratio, Token Sort Ratio, Partial Token Set Ratio, Partial 
Token Sort Ratio) obtained using the fuzzywuzzy8 library. 

3 Combination of 
Distance-based 
Features 

Eight distance features and similarity scores encompassing 
BM25, WMD (Word Mover's Distance) and distance features 
computed from TF-IDF vectorization of question sentences, i.e. 
Cosine, Euclidean, Minkowski, Canberra, Braycurtis, and 
Manhattan distance. 

4 Combination of 
Medical Features 

Three medical features: intersection of medical terms sets, 
Jaccard score of intersection of medical terms sets, and the ratio 
of intersection of medical terms sets to the union of all terms in a 
question pair, utilized in machine learning classification models. 

5 Combination of 
Encoding Features 

Cosine Similarity and Euclidean distance features are derived 
from encoding of several pretrained language models detailed in 
Table 2. 

6 Combination of 
Keyphrases Features 

Cosine Similarity features and Euclidean distance extracted from 
keyphrases vectorization using TF-IDF. 

7 Ablation Study Each feature combination's impact on classification performance 
is assessed by systematically removing them from the analysis 
one by one. 

 
Feature-based Binary Classification 

This study explores a binary classification approach to identify similar 
questions. Formally, similarity detection between questions 𝑄𝑖 and 𝑄𝑗 is framed as 

estimating the binary random variable 𝑃(𝑌 = 1|𝑄𝑖 , 𝑄𝑗 , 𝜃) where 𝜃 denotes the model 

parameters learned from data. When presented with a new question 𝑄𝑖 (Query 
Question), the system computes 𝑃(𝑌 = 1|𝑄𝑖 , 𝑄𝑗 , 𝜃) for all 𝑄𝑗 (Candidate Questions) in 

the dataset. 
Based on prior research, this study experiments with various ensemble 

boosting models. In ensemble boosting, base models are sequentially trained, with 
each subsequent model aimed at correcting errors from previous models until 
performance plateau. During each iteration, training sample weights are adjusted. 

 

 
8 https://pypi.org/project/fuzzywuzzy/  

https://doi.org/10.33022/ijcs.v13i4.4264
https://pypi.org/project/fuzzywuzzy/
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Final predictions aggregate weighted votes from base models. Specifically, this 
research investigates three ensemble boosting models: AdaBoost, a traditional method, 
and XGBoost and CatBoost, both gradient boosting machines [16]. 
 
AdaBoost: AdaBoost maintains a weighted distribution over training data [17]. 
Initially, all weights are uniform, with subsequent iterations increasing weights of 
misclassified samples. This mechanism compels weak learners to focus on challenging 
instances. Each weak learner seeks a suitable weak hypothesis under the current data 
distribution. AdaBoost adjusts sample weights in proportion to prediction accuracy 
and indirectly proportional to classification errors [16]. Moreover, final predictions are 
weighted based on classifier accuracy during training. 
 
XGBoost: XGBoost is a scalable machine learning system tailored for boosting trees. Its 
scalability features include sparsity-aware split discovery, weighted quantile sketching 
for approximate weight computation, and cache-aware data block processing for 
efficiency with large datasets [18]. To mitigate overfitting, XGBoost employs 
regularization, shrinkage, and feature subsampling strategies. It adopts an exact 
greedy algorithm for optimal tree splitting. 
 
CatBoost: CatBoost implements gradient boosting using binary decision trees [19]. 
These trees recursively partition feature spaces into nodes based on splitting 
attributes, with leaf nodes providing class label predictions. CatBoost leverages Target 
Statistics (TS) for categorical feature treatment and ordered boosting. It integrates 
permutation-based strategies at different gradient boosting stages to address 
prediction shifts stemming from target leakage. These innovations elevate CatBoost's 
performance beyond that of other boosting models. 
 
Imbalanced Learning Techniques 

The quantity of samples per class significantly impacts model performance [20]. 
Increasing sample size diminishes the marginal gains in model performance and 
reduces the sensitivity of error estimation to intra-class bias-variance. Conversely, 
errors in approximating inter-class bias-variance tend to escalate, potentially leading 
to classification errors in trained models. 

In addressing class imbalance, [21] introduced Synthetic Minority Over-
Sampling Technique (SMOTE), a method that generates synthetic samples for the 
minority class by applying operations in the feature space rather than directly in the 
data space. SMOTE enhances the minority class by creating synthetic samples 
alongside random K-nearest neighbors. This study explores several oversampling 
techniques available in the imbalanced-learn API [22], including SMOTE, 
RandomOverSampler, ADASYN, and variants of SMOTE like BorderlineSMOTE, 
SVMSMOTE, and KMeansSMOTE. 
 
Evaluation Metrics 

The choice of metrics plays a pivotal role in evaluating our models, shaping 
how we measure their performance compared to each other and to baseline 
standards. 
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Accuracy: These metrics are foundational for evaluating text classification models. 
Accuracy measures the proportion of correctly predicted samples without 
distinguishing between positive and negative predictions. 
 
Precision, Recall, and F1 Score: Precision evaluates the correctness of positive 
predictions, while recall assesses the coverage of actual positive samples. F1 Score is 
the harmonic mean of precision and recall. These metrics are crucial for evaluating 
classification on imbalanced test data, where the majority of samples belong to one 
specific class [23], [24]. In imbalanced datasets, precision reflects the accuracy of the 
minority class, while recall measures its coverage. A classifier performs optimally 
when precision, recall, and F1 score reach 1, and poorly when all three metrics are 0. 
 
D. Result and Discussion 
Feature-based Binary Classification Analysis 

The experimental results are presented in Table 5. Precision, recall, and F1-Score 
values reported in the table are for the 'similar' label, with the best results highlighted 
in bold. Overall, using all extracted features, CatBoost model achieved the highest 
classification performance with an accuracy of 0.79. Not only superior in accuracy, but 
the CatBoost model also achieved the highest precision, recall, and F1-score values, 
reaching 0.75, 0.21, and 0.32, respectively. These findings are consistent with 
recommendation from [25] to incorporate CatBoost as a predictive model. On the other 
hand, the XGBoost model exhibited the lowest classification performance with 
accuracy, precision, recall, and F1-score of 0.77, 0.66, 0.13, and 0.22, respectively. This 
aligns with findings from [26] that CatBoost outperforms XGBoost. 
 
Table 5. Performance of Feature-based Classification in Detecting Similar Questions  

Model Accuracy Precision Recall F1-Score 

XGBoost 0.77 0.66 0.13 0.22 

AdaBoost 0.78 0.75 0.14 0.23 

CatBoost 0.79 0.75 0.21 0.32 

 
The experimental results indicate that feature-based classification using the 

CatBoost model achieved the best performance compared to other models, albeit not 
yet optimal. This could be attributed to class imbalance issues. Therefore, we explore 
imbalanced learning techniques application on the training set. Furthermore, we 
conduct an ablation study to assess the impact of selected features on performance and 
identify discriminative features crucial for detecting similar questions. 
 
Implementation of Imbalanced Learning Technique Analysis 

The next step involved experimenting with the application of imbalanced 
learning techniques. In this study, imbalanced learning techniques were applied 
exclusively to the training set for feature-based classification experiments using 
ensemble boosting models across all extracted features. The experiments with 
imbalanced learning techniques were conducted using bootstrapping with 20 
resampling iterations for each technique. Subsequently, each experiment was 
evaluated on the same test set. The experimental results with imbalanced learning 
techniques presented here represent the averages obtained from 20 iterations for each 
technique and ensemble boosting model. 

https://doi.org/10.33022/ijcs.v13i4.4264
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The application of imbalanced learning techniques can alter the sample size and 
class distribution within a dataset. These changes vary across different imbalanced 
learning methods. For instance, oversampling with ADASYN shifts the distribution of 
similar question pairs in the dataset, increasing the class proportion from 37% to 49%, 
as illustrated in Figure 1. Specifically, ADASYN adds 1265 samples to the training set, 
expanding it from an initial 1729 to 2994 samples. Similarly, KMeanSMOTE 
oversampling adds 1310 similar question pairs, resulting in a dataset size of 3039 
samples. On the other hand, RandomOverSampler, SMOTE, BorderlineSMOTE, and 
SVMSMOTE each add 1305 annotated similar samples to the dataset. The total dataset 
sizes after applying imbalanced learning techniques are summarized in Table 6. 
 

 

Figure 1. Class Distribution in the Dataset Before and After Applying Imbalanced 
Learning Techniques 

 

Table 6. Dataset Distribution Before and After Applying Imbalanced Learning 
Techniques 

Dataset All Similar 
Not 

similar 

Test 708 175 533 

Training 1729 212 1517 

ADASYN 2994 1477 1517 

RandomOverSampler 3034 1517 1517 

SMOTE 3034 1517 1517 

BorderlineSMOTE 3034 1517 1517 

SVMSMOTE 3034 1517 1517 

KMeansSMOTE 3039 1522 1517 

 
The feature-based classification results with imbalanced learning techniques in 

Table 7 indicate that, overall, imbalanced learning methods tend to decrease accuracy, 
except in experiments involving the CatBoost model with ADASYN, BorderlineSMOTE, 
and SMOTE techniques. Additionally, these techniques generally reduce precision 
values. However, imbalanced learning techniques typically enhance recall and F1-score 
across all experiments. Exceptions in recall and F1-score values were observed only in 
experiments using CatBoost and XGBoost with SVMSMOTE. 

25% 12%

49% 50% 50% 50% 50% 50%
75%

88%

51% 50% 50% 50% 50% 50%

Similar Not similar
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Table 8 demonstrates that the best classification performance is achieved when 
the training set undergoes oversampling using ADASYN and SMOTE techniques. 
Specifically, CatBoost model performance with these imbalanced learning techniques 
reached an accuracy and F1-score of 0.81 and 0.60, respectively, in feature-based 
binary classification for detecting similar question pairs in an Indonesian health forum 
dataset. Conversely, applying SVMSMOTE to the training set for classification with the 
AdaBoost model showed the lowest performance, with an accuracy of only 0.51 and F1 
score of 0.24. 

These results also indicate that the applied imbalanced learning techniques can 
significantly impact the classification model's performance. Imbalanced learning 
techniques have the potential to introduce noise or lead to overfitting, which can affect 
classification performance [27]. This is evident in the comparison of additional sample 
counts generated by ADASYN and SVMSMOTE as shown in Table 6. Despite SVMSMOTE 
generating more additional samples, its performance significantly underperforms 
compared to ADASYN. 

These results indicate that applying imbalanced learning techniques can 
significantly impact the performance of classification models. Incorrect choices of 
these techniques have the potential to introduce noise or lead to overfitting, which can 
adversely affect classification performance [27]. This is demonstrated by comparing 
the additional sample counts generated by ADASYN and SVMSMOTE, as shown in Table 
6. Despite SVMSMOTE generating more additional samples, its performance 
significantly underperforms compared to ADASYN." 
 

Table 7. Feature-Based Classification Performance by Model and Imbalanced 
Learning Technique 

Imbalanced 
Learning 

Technique 

CatBoost XGBoost AdaBoost 

Acc Pre Rec F1 Acc Pre Rec F1 Acc Pre Rec F1 

None 0.79 0.75 0.21 0.32 0.77 0.66 0.13 0.22 0.78 0.75 0.14 0.23 

ADASYN 0.81 0.61 0.59 0.60 0.74 0.48 0.80 0.60 0.70 0.44 0.88 0.59 

BorderlineSMOTE 0.80 0.62 0.51 0.56 0.76 0.51 0.77 0.61 0.75 0.50 0.83 0.62 

KMeansSMOTE 0.77 0.57 0.22 0.31 0.72 0.37 0.20 0.26 0.71 0.38 0.27 0.31 

RandomOverSampler 0.79 0.61 0.39 0.48 0.72 0.46 0.74 0.57 0.71 0.45 0.86 0.59 

SMOTE 0.81 0.62 0.57 0.60 0.74 0.49 0.80 0.61 0.71 0.46 0.88 0.60 

SVMSMOTE 0.75 0.00 0.00 0.00 0.71 0.22 0.08 0.08 0.51 0.20 0.43 0.24 

 
Overall, the CatBoost model exhibits superior accuracy in feature-based binary 

classification compared to other ensemble boosting models, both with and without the 
application of imbalanced learning techniques. However, the F1 score of the CatBoost 
model does not exhibit that level of superiority as its accuracy. Whereas, the highest F1 
score is achieved by the AdaBoost model when applying the BorderlineSMOTE 
technique. Figure 2 and Figure 3 depicts a comparative graph of accuracy and F1 score 
based on models and imbalanced learning techniques. 
 

https://doi.org/10.33022/ijcs.v13i4.4264
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Figure 2. Accuracy of Feature-Based Binary Classification Using Ensemble Boosting 

Models and Imbalanced Learning Techniques 
 

 
Figure 3. F1 Score of Feature-Based Binary Classification Using Ensemble Boosting 

Models and Imbalanced Learning Techniques 
 
 Table 8 presents a comparison of best classification results before and after 
applying imbalanced learning techniques, particularly using the CatBoost model. The 
table shows that implementing imbalanced learning techniques achieves the best 
classification performance with accuracy of 0.81 and F1 score of 0.60. The recall value 
also reaches higher result compare to the scenario where these techniques are not 
applied. However, the precision shows a decline in performance. Nevertheless, the 
precision and recall values from applying imbalanced learning techniques are 
reasonably balanced.  
 

Table 8. Best Classification Performance from Each Experiment With and Without 
Imbalanced Learning Techniques 

Model Accuracy Precision Recall F1 Score 

CatBoost 0.79 0.75 0.21 0.32 

CatBoost with 
ADASYN 

0.81 0.61 0.59 0.60 

CatBoost with 
SMOTE 

0.81 0.62 0.57 0.60 

 
Ablation Study 

We have conducted feature-based binary classification experiments using 
ensemble boosting models with all selected features described in subsection Feature 
Engineering. The experiments revealed that the CatBoost model achieved the best 
performance using the entire set of extracted features. However, when compared to 
the best-performing model, other models exhibited relatively lower performance, 
indicating that not all features were effective. Therefore, the author conducted an 
ablation study to identify discriminative feature combinations for identifying similar 
questions. 0 presents the feature combinations and the features used in the ablation 
study in this research. 
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Table 9. Feature Combinations in Feature-Based Classification Experiments 
Name of Feature 
Combination 

Features Used 

Distance 
Distance-based feature combination as mentioned in 
Table 4 

Encoding 
Encoding feature combination as mentioned in Table 
4 

Keyphrases 
Keyphrases feature combination as mentioned in 
Table 4 

Medical Medical feature combination as mentioned in Table 4 

Textual 
Textual-based feature combination as mentioned in 
Table 4 

All Distance+Keyphrases+Textual+Medical+Encoding 

NonEncoding Distance+Keyphrases+Textual+Medical 

NonKeyphrases Distance+Encoding+Textual+Medical 

NonTextual Distance+Encoding+Keyphrases+Medical 

NonMedical Distance+Encoding+Keyphrases+Textual 

NonDistance Encoding+Keyphrases+Textual+Medical 

Feature Set 1 Distance+Textual+Medical 

Feature Set 2 Keyphrases+Distance+Medical 

Feature Set 3 Keyphrases+Distance+Textual 

Feature Set 4 Keyphrases+Textual+Medical 

Feature Set 5 Distance+Medical+Encoding 

Feature Set 6 Distance+Textual+Encoding 

Feature Set 7 Keyphrases+Distance+Encoding 

Feature Set 8 Keyphrases+Medical+Encoding 

Feature Set 9 Keyphrases+Textual+Encoding 

Feature Set 10 Textual+Medical+Encoding 

Feature Set 11 Distance+Medical 

Feature Set 12 Distance+Textual 

Feature Set 13 Keyphrases+Distance 

Feature Set 14 Keyphrases+Medical 

Feature Set 15 Keyphrases+Textual 

Feature Set 16 Textual+Medical 

Feature Set 17 Distance+Encoding 

Feature Set 18 Medical+Encoding 

Feature Set 19 Keyphrases+Encoding 

Feature Set 20 Textual+Encoding 

 
We further analyzed the impact of selected features in detecting similar 

questions in the Indonesian health forum dataset. Figure 4 and Figure 5 illustrate the 
comparison of accuracy and F1 score before and after removing feature combinations 
using the ADASYN and SMOTE imbalanced learning techniques. Generally, the average 
accuracy and F1 score from applying both imbalanced learning techniques on the 
selected feature set tend to be similar. In both techniques, the highest average accuracy 
and F1 score were achieved when classifying using the Nonkeyphrases feature set, 
meaning when the combination of Keyphrases features was eliminated from the 
selected features. Consistent with these results, when only the Keyphrases feature 
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combination was used for classification, the average accuracy was the lowest 
compared to other feature combinations. Meanwhile, consistently across ADASYN and 
SMOTE applications, the lowest average F1 score was obtained when classifying using 
only the medical feature combination. 

Overall, it is observed that the average accuracy and F1 score exhibit similar 
patterns in both ADASYN and SMOTE applications. This pattern shows an increase in 
average accuracy and F1 score when a feature combination is eliminated from the 
classification. The largest differences in average accuracy and F1 score occur between 
using the Keyphrases combination and the NonKeyphrases combination. Therefore, 
feature analysis should be expanded to include other feature combinations, such as 
Feature Set 1 through Feature Set 20 in 0. 

 
Figure 4. Average Accuracy and Average F1-Score from Experiments using ADASYN 

Imbalanced Learning Technique on Selected Features 
 

 
Figure 5. Average Accuracy and Average F1-Score from Experiments using SMOTE 

Imbalanced Learning Technique on Selected Features 
 

In this section, the author will compare the top five classification performances 
among selected features and then contrast these performances with those achieved 
using all features. Table 10 presents the top five classification performances with 
selected features. From these results, it is evident that the highest F1 score is achieved 
when the classification involves only Feature Set 5 with the ADASYN technique using 
the CatBoost model, achieving an F1 score of 0.63 with a standard deviation of 0.01. 
Feature Set 5 combines distance, medical, and encoding features, representing the 
most discriminative feature combination in detecting similar and dissimilar question 
pairs. This finding aligns with the feature analysis results in the preceding subsection, 
which indicated that eliminating keyphrase features can enhance performance. 
Meanwhile, the highest accuracy is achieved using Feature Set 5 with the SMOTE 
oversampling technique, Feature Set 11 with BorderlineSMOTE, and NonKeyphrases 
with SMOTE, reaching 0.82 with a standard deviation of 0.01. These results 
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demonstrate that specific feature sets can impact classification performance positively 
or negatively.  
  

Table 10. Top 5 Best Classification Performance with Selected Features and 
Implementation of Imbalanced Learning Techniques  

Feature 
Combination 

Model Imbalanced 
Learning 

Technique 
Accuracy Precision Recall F1-score 

Feature set 
5 CatBoost ADASYN 0.81 ± 0.01 0.62 ± 0.02 0.64 ± 0.02 0.63 ± 0.01 

Feature set 
5 CatBoost SMOTE 0.82 ± 0.01 0.63 ± 0.01 0.62 ± 0.02 0.62 ± 0.01 

Feature set 
11 CatBoost BorderlineSMOTE 0.82 ± 0.01 0.64 ± 0.02 0.60 ± 0.03 0.62 ± 0.02 

Non-
Keyphrases CatBoost SMOTE 0.82 ± 0.01 0.65 ± 0.01 0.59 ± 0.02 0.62 ± 0.02 

Non-
Keyphrases CatBoost ADASYN 0.81 ± 0.01 0.63 ± 0.02 0.59 ± 0.02 0.61 ± 0.02 

 
Table 11 illustrates the performance changes in classification when feature 

elimination is performed. These results demonstrate the necessity of feature selection 
to achieve optimal classification performance. This can be seen from the increased 
precision, recall, and F1 score in the CatBoost model with ADASYN and SMOTE when 
text-based and keyphrase features are removed. Specifically, precision increases by 
0.01 and recall by 0.05 points with both imbalanced learning techniques, while F1-
score increases by 0.03 points with ADASYN and 0.02 points with SMOTE. Additionally, 
there is a 0.01-point increase in accuracy observed in the application of SMOTE when 
using Feature Set 5.  

 
Table 11. Feature-Based Classification Results with Imbalanced Learning 

Techniques Before and After Feature Elimination 
Feature 

Combination 
Model Accuracy Precision Recall F1 Score 

All Features 

CatBoost with 
ADASYN 

0.81 0.61 0.59 0.60 

CatBoost with 
SMOTE 

0.81 0.62 0.57 0.60 

Feature Set 5 
CatBoost with 
ADASYN 

0.81 ± 
0.01 

0.62 ± 
0.02 

0.64 ± 
0.02 

0.63 ± 
0.01 

 CatBoost with 
SMOTE 

0.82 ± 
0.01 

0.63 ± 
0.01 

0.62 ± 
0.02 

0.62 ± 
0.01 

 
E. Conclusion 

This study explored feature-based binary classification approaches to detect 
similar questions in the domain of consumer health in Indonesian language. The 
research findings demonstrate that the identification of similar questions using the 
CatBoost model significantly outperforms other ensemble boosting models. However, 
the dataset used in this research exhibits imbalanced class proportions, which 
necessitated the application of techniques to address imbalanced datasets in feature-
based binary classification research. Experimental results indicate that the most 
effective techniques for addressing imbalanced dataset are ADASYN and SMOTE 
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applied to the training set, followed by classification using the CatBoost model, 
achieving an accuracy and F1-score of 0.81 and 0.60, respectively. 

Additionally, ablation study experiments were conducted to investigate the 
impact of text similarity-based features in question similarity detection and to identify 
discriminative features in identifying similar questions. From these experiments, it was 
concluded that a combination of distance features, medical features, and encoding 
features are discriminative in detecting pairs of similar questions in Indonesian 
consumer health forums. With only these discriminative features, the classification 
performance reached the highest average accuracy of 0.82 and highest F1-score of 
0.63, each with a standard deviation of 0.01. 
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