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Education plays a crucial role in shaping the future of a nation. To maintain 
the quality of education, effective human resource management is essential in 
educational institutions. This study addresses the challenges of employee’s 
placement under the Educational Institution. According data from December 
2021 to May 2024, only 2,452 out of 41,722 employees were reassignment, 
which is significantly below the target set by regulation. This study evaluates 
several supervised machine learning algorithms, including Gaussian Naive 
Bayes, Decision Tree, Support Vector Machine, and Random Forest. Random 
Forest emerges as the most suitable algorithm due to its superior accuracy, 
precision, recall, and F1 Score. Following the evaluation of the chosen 
algorithm, the deployment phase includes comprehensive data preprocessing 
steps, such as handling missing values, data normalization, and categorical 
feature encoding. This system integrates with Google API for geospatial data, 
ensuring accurate and efficient decision-making. 
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A. Introduction 
Education is characterized as an intentional and well-organized initiative aimed 

at cultivating an environment and process conducive to learning, with the aim of 
nurturing inner strength, self-regulation, moral growth, cognitive abilities, moral 
principles, and the proficiencies necessary for individuals, communities, the nation, 
and the state.. To maintain the quality of education, educational institutions 
undoubtedly conduct effective human resource management as one of many 
approachs.  

From the total number of employees in Educational Units, from December 2021 
to May 2024, the number of employee’ss reassignment that occurred was only 2,452 
out of a total of 41,722, or about 5.8% of the population. This is certainly not in line 
with regulation which states that the reassignment is carried out once every 4 years. 
This issue arises because the Institution stiill manually conducts the mapping 
process for reassignment. This leads to the desired is not being achieved and, of 
course, falls far short of expectations. 

Using technology that combines the principles of data science and have 
knowledged from data is technique of data mining [1]. Data mining is divided into 
two types: unsupervised learning and supervised learning. The approach in which 
machine learning models learn patterns from labeled or targeted data is called 
supervised learning [1]. These models are supervised during the learning process 
and are given guidance on what to predict. Meanwhile, unsupervised learning is an 
approach in which machine learning models attempt to find patterns and structures 
in data without specific guidance or labels [1]. 

By leveraging data mining techniques, the Educational Institution can conduct 
deeper and more optimal analyses of employee’s reassignment, considering various 
variables that are standard in the process. This would allow for the goal of equalizing 
human resources within the Educational Institution to be achieved. 

There are several studies which use Machine Learning to approach this issue. 
The first study have problem addressed is the need for a support tool to assist HR 
recruiters in selecting and placing candidates for specific positions [2]. The study's 
limitation is that it employs the Machine Learning (ML) VOBN (Variable-Order 
Bayesian Network ) algorithm was used to research that aims to create a support 
tool for HR with hybrid technique to facilitate recruitment and candidate placement 
processes [2]. The second study have objective to make a tool utilizing a machine 
learning model that can precisely predict a student's likelihood of obtaining a job 
with a company, taking into account factors like age, gender, academic background, 
internships, CGPA, hostel accommodation, and historical data. However, the 
research is confined to using the Decision Tree Classifier and Naïve Bayes 
algorithms. Ultimately, the study aims to confirm the efficacy of machine learning in 
accurately predicting student placements [3]. The third study is aiming to address 
the need for accurate and early forecasting to implement suitable strategies 
ensuring every student receives placement, using a tool to predict placements based 
on various variables, within the constraint of utilizing 7 algorithms such as 
Ensemble Voting Classifier, SVM, LR, RF, DT, and Gaussian NB, and k-NN 
Classification [4]. The last study is addressing issues such as the influence of salary 
on student placement by course specialization and gender, placement status, and 
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identification, utilizing logical computational and algorithm of machine learning 
approaches for real-time student employment decision making[5]. 

Furthermore, by leveraging technology such as Google API to obtain distance 
data and combining it with employee status data, age ranges, and other variables to 
be used, the reassignment decision-making process can become more accurate, 
efficient, and avoid previous data irrelevance issues, ultimately achieving the 
desired equalization. 
 
B. Literature Review 

This section covers the knowledge and theoretical framework applied in the 
research. 
1. Data 

Information that is being collected, recorded, and subsequently analyzed by 
qualitative and quantitave technique is the meaning of data. [1]. Data includes facts, 
numbers, letters, symbols, images, sounds, or measurements gathered from diverse 
sources such as scientific research, government records, commercial transactions, 
social media, and other platforms. [6]. Data can also be represented based on the 
material structure and various properties of physical objects [7]. Insights gained 
from data analysis underpin strategies and innovations. The presence of data also 
extends to the landscape of digital social media, where user interactions and content 
creation contribute to its ceaseless growth. However, the significance of data lies in 
its transformative potential because once collected and utilized, data becomes 
information for progress and innovation. To perform data analysis, several steps are 
required such as reading data, exploring data, identifying data, analyzing data, and 
visualizing data [8]. Through the science of data analysis, unstructured raw data is 
transformed into highly valuable information. This information underpins strategic 
decision-making in various industries and domains as it helps businesses 
understand market trends and consumer preferences, shaping their strategies for 
growth and sustainability. Similarly, in the realm of scientific research, data analysis 
assists in obtaining new information that enables researchers to uncover the 
mysteries of new phenomena. 
 
2. Data Mining 

Data mining entails extracting insights by identifying patterns, knowledge, or 
hidden insights within large, complex, and unstructured datasets [1]. Data mining 
primarily aims to uncover valuable relationships, trends, or patterns that can 
improve decision-making. The quality of the data greatly impacts the effectiveness 
of the data mining outcomes [9]. The data mining process involves various 
computational and statistical techniques to unravel data, identify patterns or 
information not directly visible, and transform it into actionable knowledge [1]. 

 
3. Supervised Learning 

Supervised learning is an approach where the model's labels are predetermined 
based on selected features and targets [1]. The goal of supervised learning is to 
explore unseen in data’s structures, such as patterns, groups, or correlations that 
may not be directly visible. Learning the relationship between input and output 
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samples according to the given model is also the objective of Supervised Learning 
[9]. 

In a business context, supervised learning can assist organizations in identifying 
groups of customers with similar behaviors, categorizing similar products or 
services, or recognizing anomalies in data that may indicate business problems or 
opportunities. By implementing supervised learning, organizations can make more 
informed decisions because they receive information based on the algorithms used 
for consideration, enabling them to execute more effective business strategies. Some 
algorithms used in supervised learning include the following. 

 
4. Gaussian Naive Bayes 

A widely used technique in text mining for sentiment analysis is the Naive Bayes 
algorithm. [10], which is a straightforward classifier relying on probability and 
statistics through Bayes' Theorem [11]. This method is theoretically robust 
concerning data coherence and classification computation. Twitter uses 
classification techniques which are based on the Naive Bayes algorithm such as 
Unigram, Multinomial and Maximum Entropy of Naive Bayes. [12][13]. The ability 
of Naive Bayes Classification to generate strong hypotheses from a given condition 
is one of its main features to be considered. The calculation of group probabilities in 
Naive Bayes is carried out using the Bayesian algorithm approach using equations. 

𝑃(𝑋|𝑌) =  
𝑃(𝑥|𝑦)𝑃(𝑌)

𝑃(𝑋)
 

In the equation, Y denotes a specific category, X represents data without a 
defined category, and P(Y|X) signifies the probability of a hypothesis given a 
condition, probabilities of  P(Y) and P(X|Y) are derived previously from a category 
based on the given hypothesis condition, and P(X) is the probability obtained from 
Y. Efficiently extracting text data involves extracting essential information from 
diverse records. Initially, unstructured text is observed in content data, then 
structured and stored in a database, demonstrating the strategy of opinion mining 
using the Naive Bayes method on Twitter. Data retrieval is conducted using specific 
keywords within a defined timeframe. The process of sentiment assessment labeling 
occurs after data retrieval. Subsequently, systematic preprocessing and data set 
transformation take place, involving the cleaning process to reduce noise and 
eliminate unnecessary words like 'I' and 'and.' 

 
 

Figure 1. Naïve Bayes Research Stages 
 

The process of tokenization in the Naive Bayes algorithm defines words by 
segmenting sentences into space-separated phrases and punctuation [10]. The last 
preprocessing step involves transforming affixes into base words. The third phase 
of opinion mining involves extraction, aiming to streamline Naive Bayes 
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Classification. During this phase, a model is generated to showcase the effectiveness 
of Naive Bayes Classification accuracy. 

 
5. Decision Tree 

An algorithm used in machine learning which are classification is Decision Tree, 
characterized by a tree-based approach where each path, originating from the root 
node and leading to the Boolean outcome at the leaf node, is established [14]. This 
is a hierarchical representation of relations that contain information between nodes 
and connections. Nodes and trees form a tree structure in each decision tree. 
Features in categorized data are represented by each node, and the values that each 
node can take are defined as a tree [15]. 

 
Figure 2. Decision Tree Process 

 
The Decision Tree method finds widespread application across diverse domains 

such as pattern recognition, image processing, and machine learning. Some 
advantages of the Decision Tree algorithm include simplicity, usefulness for data 
exploration, less necessity for data cleaning processes, no constraints on data type, 
and utilization of non-parametric methods [16]. 

 
6. Random Forest 

Random forest has become one of the most powerful learning algorithms. The 
development of this algorithm is beneficial as long as they can access its 
implementation [17]. 

 
Figure 3. Machine Learning Algorithm (RF) 

 
The category of ensemble learning technique is belong to RF, specifically based 

on trees, where predictions are averaged across multiple individual trees [18]. 
Every tree is built using bootstrap samples instead of the initial dataset, employing 
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a method referred to as bootstrap aggregating or bagging, which aids in reducing 
overfitting. While each individual tree in a random forest is easily interpretable, the 
interpretability diminishes when combining many trees. However, this trade-off 
often leads to superior predictive performance. Compared to decision trees, random 
forests tend to provide more accurate estimates of error rates, with the inaccuracy 
consistently converging linear with many increase of trees. In classification tasks, 
random forests are highly favored due to their intuitive decision-making process 
and excellent results [19]. 

 
7. Support Vector Machine 

Vapnik introduced the algorithm that applied for regression task and 
classification model called Support Vector Machine (SVM) which are a kernel-based 
model [19]. Compared to other supervised learning methods, SVM has 
demonstrated superiority, making it a robust solution for practical binary 
classification problems. Its widespread adoption is attributed to its strong 
theoretical foundation and impressive generalization capabilities. [20]. 

 
Figure 4. Support Vector Machine Separation Hyperlanes 

 
The SVM algorithm derives the decision function directly from the training data. 

This technique minimizes classification errors during training and enhances the 
algorithm's ability to generalize. SVM is particularly effective when handling small 
input data sets, earning it recognition as an efficient classification algorithm for 
high-dimensional spaces [19]. Additionally, SVM provides notable benefits by 
selecting a subset of support vectors during the training process, which often 
represent only a small portion of the original dataset and play a crucial role in 
specific classification tasks. 

 
C. Research Method 

This section contains the results of research and discussion of the developed 
system design.  

 
1. CRISP-DM 

CRISP-DM or called Cross-Industry Standard Process for Data Mining is a 
commonly utilized methodology for data science, incorporating diverse methods or 
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frameworks. [1]. It has emerged as an industry standard extensively employed 
across diverse data analysis and data mining endeavors. CRISP-DM comprises six 
primary stages that span the entire data mining cycle [21], which encompass 
business comprehension, data comprehension, data preprocessing, data modeling 
and assessment, and deployment. Each stage entails distinct objectives and tasks 
essential for achieving success in the data mining process. 

 
Figure 5. CRISP-DM Data Mining Process 

 
Business Understanding: During this phase, the emphasis is on grasping the 

business issue that needs resolution. Typically, this is achieved by communicating 
with business stakeholders to understand the objectives, challenges, and 
opportunities. The outcome of this stage is a clear statement of business goals. 

Data Understanding: After understanding the business obstacle, it is also 
necessary to knows about the data to be used. This involves data collection and 
evaluation to ensure that the data aligns with the objectives. In this stage, it is also 
important to identify issues such as missing values or outliers. 

Data Preparation: The collected data needs to be prepared for analysis. 
Techniques such as data cleaning, data transformation, and data merging from 
various sources may be used if necessary. The goal of this stage is to produce a 
dataset ready for modeling. 

Data Modeling and Evaluation: This is the stage where the actual data mining 
models are built. A range of machine learning algorithmic approaches, including 
regression, clustering, random forest, or other methods, may be employed, 
depending on the nature of the problem and the data accessible. Subsequently, these 
models undergo assessment to gauge their effectiveness and precision, a process 
that entails testing them on new data to prevent overfitting. If the models do not 
meet expectations, revision or further development is needed. 

Deployment: The final stage is the deployment of the validated models into real 
data (production). This means using the evaluated model on real data so that it can 
be used to make decisions or provide recommendations. 

One of the advantages of CRISP-DM is its common sense, cyclical nature, 
adaptability, right start, and flexibility [22]. This approach is adaptable to diverse 
data mining endeavors and applicable across various sectors. It enables project 
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teams to identify business problems, collect, process, and analyze data, and 
implement solutions in a more structured and efficient manner. CRISP-DM also 
encourages collaboration among various stakeholders in a project, including data 
analysts, data scientists, and business stakeholders. 
 
D. Result and Discussion 

The study developed an automatic tool for educational institutions to predict 
employee’s reassignment. Below are the steps involved: 
1. Data Understanding 

The data consist several tables of data with the following details. 
 

Table 1. Employee's Attributes 
Atribute’s Name Size 

ptk_id Unique id of employee 
name Full name of employee 
gender Gender 
birthdate Birthdate 
employee_status Status of employee’s job 
office_id Office’s id 
office_name Office’s name 
office_address Office’s status 
office_stage Office’s stage 
office_district_address Office’s district address 
office_occupation Occupation’s name in each office 
employee_category Employee’s category status 
office_region Office’s region address 
employee_address Employee’s address 
employee_district_address Employee’s district address 
employee_province_address Employee’s province address 
employee_age_group Additional column to group range of 

employee’s age 
employee_status_group Additional column to grouping employee’s 

status 
office_occupation_group Additional column to grouping office’s 

occupation 
employee_district_group Additional column to grouping district of 

employee’s address 

 
Table 2. Distance’s Attributes 

Atribute’s Name Size 
origin Origin address 
destination Destination address 
mode Google map’s mode (driving) 
distance Distance between origin and destination 
duration Duration between origin and destination 

 
2. Data Preprocessing 

Based on the previously obtained data, the next process is data preprocessing. 
In this method, all data will be combined into one dataset for further modeling 
using the specified algorithm and evaluation. The processes include: 
a. Adjusting for missing values. 
b. Correcting data errors. 
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c. Flagging employee’s data who’s already have reassignment. 
d. Merging the result from step 3 with distance data.  

 
3. Data Modelling and Evaluation 

Feature selection is performed based on the interview results are age range, 
gender, employee’s occupation, distance, and reassignment’s flagging. Theholdout 
technique is used to determine the division of data training and data testing. 

From the results obtained in the initial trial employing the Gaussian Naive Bayes 
algorithm, the following observations were made.. 
• Accuracy: 0.7908 (79.08%)  
• Precision: 0.6254 (62.54%) 
• Recall: 0.7908 (79.08%) 
• F1 Score: 0.6985 (69.85%) 

 
Figure 6. Gaussian Naive Bayes’s Confusion Matrix 

 
The test outcomes indicated a notable accuracy level with the Gaussian Naive 

Bayes algorithm, albeit its performance remained average due to difficulties in 
predicting minority classes. Enhanced performance can be achieved with this 
algorithm when addressing class imbalances. 

In the subsequent experiment, utilizing the Decision Tree algorithm, the 
following outcomes were observed. 
• Accuracy: 0.7928 (79.28%) 

• Precision: 0.7421 (74.21%) 
• Recall: 0.7928 (79.28%) 
• F1 Score: 0.7579 (75.79%) 
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Figure 7. Decision Tree’s Confusion Matrix 

 
The testing results revealed class imbalance, which affected the performance of 

the Decision Tree algorithm. Techniques that can be used to achieve better testing 
results include: 
a. Utilizing ensemble techniques, which enhance the model's capacity to address 

minority class considerations. 
b. Modifying the classification threshold to attain a more balance between True 

Positive Rate (TPR) and False Positive Rate (FPR) for challenging categories.. 
 
The outcomes of the third experiment, employing the Random Forest algorithm, 

yielded the following results. 
• Accuracy: 0.7916 (79.16%)  
• Precision: 0.7452 (74.52%) 
• Recall: 0.7916 (79.16%) 
• F1 Score: 0.7609 (76.09%) 

 
Figure 8. Random Forest’s Confusion Matrix 
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Overall, the testing results using the Random Forest algorithm yielded high 
accuracy. The performance of this algorithm varies across each class. However, 
techniques are still needed to address class imbalance to achieve better testing 
results. 

The last experiment based on Support Vector Machine (SVM) algorithm yielded 
the following testing results. 
• Accuracy: 0.7908 (79.08%)  
• Precision: 0.6254 (62.54%) 
• Recall: 0.7908 (79.08%) 
• F1 Score: 0.6985 (69.85%) 

 
Figure 9. Support Vector Machine (SVM)’s Confusion Matrix 

 
4. Deployment 

From several testing results of models using Supervised Machine Learning 
algorithms, differences were observed as shown in Table 3. 

 
Table 3. Experiment Results 

Algorithm Accuracy Precision Recall F1 Score 
GNB 0.7908258 0.6254055 0.7908258 0.6984549 
DT 0.7927998 0.7420621 0.7927998 0.7578700 
RF 0.7916497 0.7452436 0.7916497 0.7609008 

SVM 0.7908258 0.6256055 0.7908258 0.6984549 

 
Various machine learning algorithms underwent comparison, with Random 

Forest emerging as the preferred choice for this system. The algorithms evaluated 
included DT, SVM, and GNB, among others. RF demonstrated superior performance 
across various metrics such as Accuracy, Precision, Recall, and F1 Score compared 
to its counterparts. Specifically, it achieved an accuracy of 0.7916, precision of 
0.7452, recall of 0.7916, and F1 Score of 0.7609, surpassing both Support Vector 
Machine and Gaussian Naive Bayes, which had an accuracy of 0.7908 and an F1 
Score of 0.6985, and outperforming Decision Tree. Random Forest's ensemble 
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approach, which combines multiple decision trees, was the primary reason for its 
selection, as it provides more accurate and stable predictions while mitigating 
overfitting issues often observed in individual decision trees.. Additionally, Random 
Forest is adept at handling datasets with numerous features and coping effectively 
with missing values. Furthermore, it offers insights into feature importance, 
contributing to a better understanding of the factors influencing the employee 
mapping process. 

 
E. Conclusion 

In this study, an exploration of the use of technology was conducted to increase 
the number of employee’s reassignment. To resolve this  obstacle, data mining 
techniques will be used, particularly the Random Forest algorithm, is proposed. 
Through comparative trials, this particular algorithm consistently outperformed 
others such as GNB, DT, and SVM. Upon analyzing the results, Random Forest 
emerged as the most suitable algorithm for predicting employee reassignment and 
analyzing their mapping. With an accuracy rate of 0.7916, precision of 0.7452, recall 
of 0.7916, and an F1 Score of 0.7609, Random Forest demonstrated superior 
performance compared to alternative algorithms, largely attributed to its ensemble 
nature, which combines the results of many decision trees, reducing overfitting and 
being capable of handling datasets with high features and missing values. 

The deployment process of this system involves several important technical 
steps. First, adequate technological infrastructure must be prepared, including the 
use of computers with high enough specifications. After that, preprocessing of the 
data is conducted to ensure the proper formatting of employee data for input into 
the machine learning model, which includes addressing missing values, normalizing 
data, and encoding categorical features. Next, hyperparameter tuning for Random 
Forest is performed to find the best combination that provides the most optimal 
results.  

Moving forward, future research could explore the application of class imbalance 
techniques to address any imbalance in employee’s reassignment. Class imbalance 
techniques such as oversampling or undersampling could be applied to guarantee 
that the model have maintains balance and accuracy in forecasting employee’s 
reassignment across different educational levels. 

By incorporating class imbalance techniques, future studies can further enhance 
the effectiveness and reliability of the proposed system in optimizing employee’s 
reassignment and addressing the challenges faced by Educational Institution. 
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