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In recent years, there has been a substantial amount of research dedicated 
to using Deep Learning (DL) methods for the classification of Alzheimer's 
disease (AD) and other related tasks, specifically focusing on magnetic 
resonance imaging (MRI) data. According to a comprehensive analysis of 
recent studies, it seems that deep learning models, especially those that 
include the creation of different structures, have significant potential to 
improve the precision of identifying and classifying Alzheimer's disease at 
an early stage. This work aims to emphasize the importance of effective 
data preparation tactics and feature learning approaches, as well as the 
investigation of hybrid models using diverse deep learning technologies. 
This study primarily focuses on doing performance analysis of deep 
learning algorithms using the latest approaches. Finally, provide a concise 
overview and analysis of several methods that might enhance the 
effectiveness of identification and classification using deep learning. 
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A. Introduction 
Alzheimer's disease (AD) is the most common kind of dementia that requires 

extensive medical attention and should be promptly addressed. In order to 
facilitate therapeutic advancements and assure appropriate patient care, it is 
essential to carry out a precise and timely research on the prognosis of Alzheimer's 
disease [1]. Research data indicate that there are annually reported 10 million new 
cases of dementia. The World Health Organization (WHO) has reported that 
Alzheimer's disease has surpassed cancer to become the fifth leading cause of 
death. By 2050, it is projected that the global prevalence of Alzheimer's disease 
would reach 152 million individuals [2]. Alzheimer's disease (AD) is a chronic 
neurological disorder characterized by the gradual and irreversible degeneration 
of brain cells. This results in amnesia and cognitive deficits, eventually hastening 
the decline in one's ability to do daily activities in reality [3]. 

Alzheimer's disease is the predominant cause of dementia in those aged 65 
and above. Alzheimer's disease accounts for 60 to 80 percent of those diagnosed 
with dementia [4]. Dementia is defined as a decline in cognitive function that is 
necessary for performing daily tasks. The diagnosis of this disorder is based on the 
identification of plaques and tangles in the brain, together with the observation of 
cellular damage and death. The physician posthumously diagnosed her brain and 
saw the proliferation of many clusters. The brain's ability to communicate with the 
rest of the body was adversely affected due to these factors, which have been 
identified as the primary causes of the illness [5]. Consequently, persons afflicted 
by this ailment have challenges in doing routine tasks, such as driving and cooking. 
Early warning symptoms may manifest as difficulties in remembering names, 
misplacing essential items, and experiencing challenges in executing plans [6]. The 
symptoms of Alzheimer's disease reach their peak severity during the intermediate 
stage. The symptoms include significant fluctuations in mood, cognitive disarray, 
impulsive behavior, limited ability to focus, and challenges in identifying objects. 
The last stage is the most incapacitating [7]. 

The diagnosis of Alzheimer's disease is the duty of healthcare experts, and it 
is preferable to detect it within its first phases. Nevertheless, it is impractical to 
manually analyze medical photographs with both accuracy and speed due to the 
extensive data they include and the large number of patients. Each clinician or 
medical expert individually evaluates a small portion of the data to provide an 
analysis that is informed by their skill and knowledge. Additional complications 
may develop due to the potential for inaccurate analysis. An automated system is 
essential for efficiently analyzing the vast volume of imaging data obtained from 
patients. Several techniques, such as the Internet of Medical Things (IoMT), clinical 
treatment in labs using MRI or CT imaging, machine learning-based systems for 
analyzing large amounts of data, and deep learning approaches, are all making a 
substantial impact in the area of medicine. Furthermore, the MICCAI BRATS 
contests provide solutions that use deep learning and machine learning 
methodologies on MRI or CT images. 

These machine learning (ML) approaches must be implemented using the 
proper architectural design and preprocessing procedures that have already been 
created. The classification study that utilizes machine learning typically involves 
four phases: feature extraction, feature selection, dimensionality reduction, and 
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feature-based technique selection [9]. These activities need a substantial time 
commitment, as well as specialized skills and many stages of optimization. 
Conversely, there has been an issue about the reproducibility of these techniques. 
To clarify, the process of picking features entails choosing characteristics 
associated with Alzheimer's disease (AD) from different neuroimaging methods to 
provide more useful combined measurements. Characteristics such as subcortical 
volumes, gray matter densities, cortical thickness, brain glucose metabolism, and 
cerebral amyloid accumulation in specific regions of interest (ROIs), such as the 
hippocampus, may be seen. Several researches have shown that computer vision 
and deep learning models have achieved very satisfying outcomes in diagnosing 
viral or non-viral disorders via the analysis of medical imaging. Diffusion tensor 
imaging (DTI) may be used in the setting of Alzheimer's disease (AD) to analyze 
and track alterations in white matter across different time intervals. This approach 
may lead to new and valuable understandings about the progression of 
Alzheimer's disease. A pipeline is created by using test-reset procedures and the 
bootstrap approach. This pipeline involves doing forty scans of a subject at two 
distinct time periods. This enables a significant degree of precision in the 
prognosis. 

Deep learning models, especially those using intricate neural network 
structures, have the capacity to enhance the precision and effectiveness of 
categorizing Alzheimer's disease (AD), specifically in the processing of magnetic 
resonance imaging (MRI) data. The AD classification, using DL methodologies, 
seeks to provide a comprehensive assessment of the latest advancements, 
challenges, and future possibilities in this rapidly expanding field. By thoroughly 
analyzing various research studies and approaches, our goal is to uncover the 
promising possibilities of Deep Learning (DL) in revolutionizing the detection of 
Alzheimer's disease and ultimately enhancing patient results. 
 
B. Building Deep Leaning Model of Alzheimer's Disease Classification 

Evidence has shown that deep learning methods has the capability to 
enhance the precision of Alzheimer's disease classification. Scientists are now 
working on creating advanced deep learning models that can accurately detect 
Alzheimer's disease by analyzing medical imaging data, such as MRI scans. These 
models are constructed with large datasets. In the following parts, we will analyze 
the procedure of creating deep learning models for Alzheimer's disease 
categorization. We will start by discussing strategies for data collection, followed 
by an exploration of data preparation, feature extraction, and ultimately, the 
development of classification models using deep learning methodologies. 
 

Data Collection 

To gather data, it is essential to get information from a diverse range of 
sources. The sources used in this study include clinical assessments, 
neuropsychological exams, imaging examinations (which include MRI and PET), 
biomarker analyzes (such as blood tests and CSF analysis), and genetic testing [10]. 
This collection includes T2-weighted magnetic resonance imaging (MRI) images of 
2456 people, each representing a distinct stage of Alzheimer's disease (AD), Mild 
Cognitive Impairment (MCI), and other medical conditions [11]. 
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Data Preprocessing  

Preprocessing is an essential component of the Alzheimer's disease (AD) 
identification process as it entails applying appropriate procedures to enhance the 
quality and dependability of the data obtained from brain scans. Prior to 
proceeding with additional evaluation and interpretation, this section will focus on 
the fundamental preprocessing techniques used to prepare the acquired imaging 
data. Brain scans are matched to a common reference space via the process of 
image registration, which is a first step in the preprocessing process. This 
alignment guarantees the consistency of investigations across a diverse range of 
individuals and time periods by accounting for variations in placement and 
orientation [12]. Commonly used techniques for photo registration include affine 
transformations and non-linear transformations. Photographic identification and 
classification of Alzheimer's disease often need several data processing techniques. 

 

1. Image Resizing: The act of adjusting the proportions of photos to ensure 
uniformity and consistency. 

2. Noise Reduction: To enhance image quality, noise reduction techniques 
like blurring autoencoders or Gaussian blur are used. 

3. Image Augmentation: Real-time image augmentation techniques are used 
during the data training phase of deep learning models. Diversifying the training 
data may be achieved by using these methods, which may include flipping, 
rotating, and adjusting the brightness, contrast, saturation, and hue. 

4. Data Splitting: To partition the dataset, a specific sampling technique 
known as data splitting is used. Typically, around sixty percent of the dataset is 
allocated for training the model, while ten percent is allocated for validation 
(which entails assessing the model during training), and the remaining forty 
percent is allocated for testing. A 5-fold cross-validation approach may be used in 
certain situations, such as bagging studies. This approach entails using the whole 
dataset, allocating eighty percent for training and ten percent for validation, while 
reserving the remaining twenty percent for testing. The process of dividing data is 
influenced by both the amount of data available and the unique circumstances of 
the scenario [13]. 
 

 

Deep learning models for Alzheimer classification  

To effectively distinguish between Alzheimer's disease, mild cognitive 
impairment (MCI), and normal cognition for early intervention purposes, advanced 
deep learning models employ complex neural architectures like convolutional 
neural networks (CNNs) and recurrent neural networks (RNNs) to evaluate 
medical imaging and clinical data. 

 
Artifcial neural network 

A neural network is a set of methods used to extract information from MRI 
datasets and uncover the underlying relationships within the data. It functions in a 
way that is similar to that of the human brain. The neurons in question are often 
known as perceptrons, and the neural network consists of many layers of 
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interconnected neurons. The perceptrons in question are mathematical functions 
that categorize information obtained from the MRI image collection based on 
particular criteria and architecture [14]. Typically, a neural network consists of 
just two layers. However, this is not sufficient for processing large networks such 
as MRI images. To accomplish deep learning, extra layers are included into the 
ordinary neural network. The number of layers in a compute network might vary 
from 10 to one hundred, depending on its configuration. Within each layer, a 
neuron is responsible for storing and then transmitting information to the neurons 
located in subsequent layers. Upon transmission across the network, the secret 
information from the MRI photos is retrieved. Low-level neurons often have the 
role of gathering unprocessed data [15]. 

The VGG architecture, a two-dimensional convolutional neural network 
(CNN), is mostly used for image classification. The VGG model takes in an RGB 
image with a resolution of 224×224 pixels as its first input. The network consists 
of a series of convolutional layers, each of which consists of extremely small filters 
measuring 3×3. As the network increases in depth, the number of filters inside 
each layer will increase. VGG applies the rectified linear unit (ReLU) activation 
function after each convolutional layer to introduce nonlinearity into the model. 
The VGG technique utilizes a max pooling layer with a pool size of 2×2 after every 
pair of convolutional layers to reduce the spatial size of the feature maps and 
improve translation invariance. The last stage of the VGG method involves the 
output layer, which produces the classification probabilities for the output [16].  

 
Convolutional Neural Network (CNN) 

Employs hierarchical notions in order to acquire knowledge about 
complicated aspects. Suitable for the processing of picture data and the diagnosis 
of medical conditions We have achieved a good level of performance in the 
categorization of Alzheimer's disease. Incorporating Batch Normalization and 
Dropout into an Eight-Layer CNN: Model for the categorization of Alzheimer's 
disease that has been proposed. Every layer has been optimized to provide the 
best possible performance. The sensitivity, specificity, precision, and accuracy 
were all elevated to levels more than 97% [17]. Convolutional Neural Networks 
(CNNs) in Three Dimensions: MRI of the structure is used for the purpose of 
diagnosing Alzheimer's disease. Highly efficient in the processing of three-
dimensional brain imaging data for categorization. Using medical imaging data, 
CNNs have emerged as useful tools for the classification of Alzheimer's disease 
(AD). They have the capability to automatically extract significant characteristics 
from raw pictures, they are resistant to spatial modifications, and they make 
optimal use of parameters, all of which make them well-suited for this purpose. 
Additionally, an improvement in performance may be achieved even when dealing 
with smaller datasets by using transfer learning in conjunction with CNNs that 
have been pretrained. CNNs with deeper layers are able to capture hierarchical 
representations, which helps in the detection of complex brain anomalies that are 
linked with Alzheimer's disease [18, 19]. 

 
 

C. Literature Review 
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A significant amount of research has been reported in the literature in recent 
times with the aim of enhancing the AD. This study involves detecting, 
categorizing, and performing a variety of tasks utilizing DL. Some of the methods 
that are used for Alzahaimers types, data collecting, data preprocessing, feature 
extraction, and classification are discussed in this section.   

Through the use of MRI data from ADNI participants, Manhua et al. [20] 
reported their investigation into how algorithms using deep learning can segment 
the hippocampus and categorize illnesses. The segmentation findings, ROC curves, 
and classification performance of Alzheimer's disease and mild cognitive 
impairment are compared and contrasted. In the research, several α values are 
investigated for both single-task and multi-task learning, and the findings obtained 
are very encouraging. The process of retrieving relevant details from the ADNI 
database for people with Alzheimer's disease, mild cognitive impairment, and 
normal cognitive function is known as data preprocessing. Based on a number of 
references on hippocampus shape analysis and deep learning for the identification 
of brain diseases, the primary objective is to monitor the course of mild cognitive 
impairment and early Alzheimer's disease.  

The minimalRNN and LSTM models were compared in research carried out 
by Minh et al. [21], who also included their respective state equations for the goal 
of providing a point of reference. Within the scope of the investigation, the 
simplicity of the minimalRNN and the positive influence it has on prediction 
performance were highlighted. By conducting ablation experiments, the 
researchers investigated the ways in which various characteristics influenced the 
accuracy of diagnostics. Several other research foundations provided financial 
support for this study, and it made use of resources from a number of different 
centers. As a result, the minimalRNN model shown promising promise in terms of 
predicting biomarkers associated with Alzheimer's disease and assisting in clinical 
diagnosis.   

The authors Ning et al. [22] describe an innovative ensemble learning 
strategy for the classification of Alzheimer's disease (AD), which is 4% more 
accurate than the techniques that are already in use. For the purpose of combining 
predictions from basic classifiers and managing interdependencies, this technique 
makes use of a stacking strategy in conjunction with Deep Belief Networks (DBNL). 
The research indicates that enhanced classifier performance may be achieved in 
decreased feature spaces by using a dataset consisting of 23,165 samples and 100 
measures from the National Alzheimer's Coordinating Center. The relevance of 
feature learning across a wide range of base classifiers is emphasized, and the 
potential of this technique to improve primary care for Alzheimer's disease is 
brought to light. The findings that were provided by Halebeedu and Srirangapatna 
[23] highlight the critical significance of picture normalization and feature 
extraction in the process of detecting Alzheimer's disease (AD). They highlight the 
capabilities of the HOG-DNN model, in combination with the corrected Adam 
optimizer, to accurately categorize instances of Alzheimer's disease (AD). It is 
essential to detect Alzheimer's disease (AD) at an early stage in order to provide 
effective treatment, which highlights the need of sophisticated classification 
algorithms. The ongoing research efforts are aimed at improving the identification 
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and categorization of Alzheimer's disease (AD) via the use of magnetic resonance 
imaging (MRI), highlighting the importance of having diagnostic tools that are both 
accurate and efficient in the healthcare industry.  The findings that were given by 
Atif et al. [24] center on the use of a Siamese Convolutional Neural Network 
(SCNN) for the purpose of classifying the phases of Alzheimer's disease. In order to 
overcome the restricted availability of data, the study made use of the OASIS 
dataset and implemented strategies for data augmentation. Compare and contrast 
was done between a number of different normalizing approaches, with batch 
normalization providing the highest validation accuracy. In terms of dementia 
stage categorization, the SCNN model attained a test accuracy of 99.05%, which is 
higher than any other technique currently considered. Enhanced performance was 
achieved with the use of VGG16 and batch normalization inside the architecture of 
the model. In general, the significance of CNNs in Alzheimer's disease 
categorization via the use of MRI images is brought to light by the research.  

 Using MRI data, Jae et al. [25] introduced a novel ensemble technique for 
identifying Alzheimer's disease that was based on deep convolutional neural 
networks (DCNN). Improvements in classification accuracy were achieved as a 
consequence of the use of an optimization framework that was designed to 
determine the optimal ensemble weights. After being evaluated on the ADNI 
dataset, their strategy produced superior results in comparison to other 
approaches that were already in use. In addition, during the data processing phase, 
they used data augmentation and entropy-based sorting in order to choose MRI 
slices that included important information.   

The study that was carried out by Samsuddin and colleagues [26] centered 
on the use of ensemble CNNs that were based on regions of interest (ROIs) for the 
categorization of Alzheimer's disease (AD) spectrum of symptoms. When it came 
to this categorization job, they stressed the significance of certain regions of the 
brain, including the insula, the amygdala, and the hippocampus. We were able to 
achieve a high level of accuracy in diagnosing attention-deficit/hyperactivity 
disorder (ADD), and we were able to recognize the relevance of characteristics 
from the left amygdala. Subjects with a wide range of cognitive problems were 
included in the statistical collection. Overall, the research exhibited efficacy that 
was equivalent to that of leading approaches in the classification of the Alzheimer's 
disease spectrum.   

In their study on the categorization of Alzheimer's disease, Karim et al. [27] 
examined the use of data augmentation methods and transfer learning. When it 
comes to the analysis of medical pictures, they emphasize the relevance of cross-
modal information transmission. Preprocessing processes, matrix decomposition 
methods, classification outputs, and assessment measures are all included in the 
scope of the research. This study is being conducted with the overarching objective 
of enhancing the diagnosis of Alzheimer's disease via the use of novel machine 
learning techniques. The R.C. the classification of Alzheimer's disease was the 
primary emphasis of et al. [28], who used pre-trained neural networks such as 
AlexNet, ResNet-18, and Google Net. These networks displayed a high level of 
accuracy via the utilization of deep convolutional neural networks. A strong 
emphasis was placed on the significance of picture preprocessing in the process of 
efficiently extracting features. In order to perform a comprehensive processing of 
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input signals, deep learning requires the construction of neural networks that have 
numerous layers. Metrics like as Accuracy, Precision, Recall, Area Under the Curve 
(AUC), and F1 Score were applied by the researchers in order to assess the 
performance of the model. Moreover, they brought attention to Kaggle as a 
platform that facilitates the exchange of datasets and the promotion of cooperation 
within the area of data science. Additionally, a number of research projects are 
investigating the use of machine learning and deep learning techniques in the 
detection of Alzheimer's disease as well as in other domains. 

A novel deep learning algorithm was developed by Morteza et al. [29] for the 
purpose of analyzing brain scans (MRI) in order to identify between Alzheimer's 
disease (AD) and normal controls (NC), as well as moderate cognitive impairment 
(MCI) and NC. Their solution, which combines two different deep learning 
algorithms, reached a high level of accuracy and surpassed other systems that 
were already in use. The researchers Gongbo et al. [30] provided a unique strategy 
in their work, which included the use of 2D CNN models with temporal pooling 
strategies to improve the detection of Alzheimer's disease by employing MRI data. 
The results obtained by this technique were superior than those obtained by a 3D 
CNN model, with an accuracy of 91% and an auROC of 0.91. There was a 
continuous demonstration of good performance from fusion approaches, especially 
late fusion with dynamic image pooling. In addition, there was a significant 
decrease in the amount of time spent on training, which was more than 89 percent. 
These results provide a strong foundation for future research initiatives that seek 
to enhance the detection of Alzheimer's disease via the use of CNNs to 3D MRI data.
 Yousry et al. [31] centered their study on applying a variety of loss 
functions and CNN models in order to diagnose Alzheimer's Disease (AD) with a 
high degree of accuracy. In the process of training the models, they make use of 
techniques such as Fuzzy C-means and Weighted Probabilistic Neural Networks, 
while also placing an emphasis on the significance of data augmentation and cross-
validation. It is usual practice to utilize the Adam optimizer for optimization, and it 
is responsible for evaluating performance parameters such as accuracy, precision, 
recall, area under the curve (AUC), and loss. In addition, their studies analyze the 
ways in which batch size and dataset split size influence accuracy, so underlining 
the significance of these aspects in the classification process.    

The research that was provided by study in [32] delves into the most recent 
advancements in Alzheimer's disease (AD) categorization via the utilization of 
Deep Neural Network (DNN) applications. On the basis of brain MRI data, they 
suggest an improved version of the LeNet-DNN model in order to diagnose 
Alzheimer's disease. Their innovative strategy comprises merging the minimum 
and maximum pooling layers in order to enhance the selection of features. In 
addition, they investigate the use of the Squirrel Search Algorithm in conjunction 
with Statistical Parameter Mapping and stacked sparse auto-encoders for the 
purpose of feature extraction and optimization. In order to improve early 
Alzheimer's disease diagnosis, future work will concentrate on lowering the 
amount of memory space that is required and gathering data from a variety of 
sources. The individual, who holds the position of Associate Professor in the 
subject, brings a wealth of research expertise to the study.   
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A study conducted by Sanghyeop and colleagues [33] aimed to improve the 
diagnosis of Alzheimer's disease (AD) by using amyloid brain scans and the Genetic 
CNN Algorithm for the purpose of improving network design. In classification 
tasks, their method achieves a performance that is 11.73% higher than that of 
Genetic CNN, indicating its usefulness. These hyperparameters, which include 
activation functions and optimization techniques, are investigated in this work, 
which ultimately results in enhanced model optimization. The relevance of this 
technology in increasing Alzheimer's disease detection by picture analysis is 
highlighted by the findings, which demonstrate greater performance progression 
across generations at a higher level.   

The research reported by Robert et al. [34] investigates the evolution of 
neural network structures for the purpose of categorizing medical imaging. These 
structures have progressed from simple perceptron models to intricate CNN 
ensembles, and they have achieved a high level of accuracy in detecting 
Alzheimer's disease. Particularly noteworthy is the fact that pre-trained networks 
such as GoogleNet, ResNet-18, and ResNet-152 have shown remarkable 
performance in the classification of MRI data pertaining to Alzheimer's disease. 
Furthermore, the application of 3D CNN architecture for the purpose of classifying 
whole-brain MRI data has been shown to be beneficial. The results of these 
developments highlight the success that has been made in the use of deep learning 
models for the analysis of medical pictures, notably in the diagnosis of Alzheimer's 
disease.   

The authors Peng et al. [35] provided a model that was developed for the 
purpose of categorizing Alzheimer's disease and mild cognitive impairment. 
Enhanced accuracy is achieved by the use of data denoising and a diagnostic 
network that is composed of many classifiers throughout this model. Through the 
targeted elimination of misclassified samples and the use of ensemble learning 
strategies, the objective is to achieve a higher level of accuracy. The findings 
indicate that there is a significant degree of accuracy in discriminating between 
Alzheimer's disease and normal controls, as well as between the various phases of 
cognitive impairment. When it comes to accurate diagnosis, the incorporation of 
MRI data is absolutely necessary, and the suggested technique outperforms 
traditional approaches in terms of performance.   

ABOL et al. [36] suggested a unique technique that employs CNN and DNN 
models to identify Alzheimer's disease by examining volumetric characteristics 
derived from the left and right hippocampi in sMRI data. This method was 
developed in order to diagnose Alzheimer's disease. By automatically identifying 
the placements of the hippocampi and extracting characteristics with the help of 
the DVE-CNN model, this method achieves a high level of accuracy in 
discriminating between instances of Alzheimer's disease and non-cognitive 
disorders. The research highlights the significance of hippocampus volume 
atrophy as a key biomarker for Alzheimer's disease diagnosis. Furthermore, it 
outperforms the performance of earlier models, demonstrating the possibility of 
conducting automated classification of Alzheimer's disease. Implementing the 
approach on bigger datasets and combining it with other imaging modalities, such 
as PET scans, are also tasks that will be accomplished in the future.  
Nivedhitha et al. [37] presented their research in which they compared and 
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contrasted many different gene selection strategies for the classification of 
Alzheimer's disease (AD). These methods included filter, wrapper, hybrid, and 
ensemble approaches. They use a gene selection pipeline that includes mRmR, 
Wrapper-based PSO, and Autoencoder techniques in order to pick genes. Within 
the context of Alzheimer's disease categorization using IDBN, autoencoder 
compresses selected genes. When dealing with datasets that have a large number 
of dimensions but a small number of samples, ensemble techniques are used to 
combine several feature subsets while maintaining robustness. The findings of this 
research highlight the necessity of early diagnosis via the use of deep learning and 
molecular data analysis for accurate diagnosis of Alzheimer's disease and prompt 
treatments. The processing of gene data in AD analysis is accomplished by the use 
of autoencoder procedures, which comprise encoding, decoding, and 
backpropagation error computation processes.   

The use of machine learning, more especially CNNs, for the early 
identification of Alzheimer's disease was the primary emphasis of the research 
conducted by Vijeeta et al. [38]. CNNs have shown an accuracy rate of 98% when it 
comes to recognizing the illness in its early stages, which is an excellent 
achievement in recognition of their research capabilities. Nevertheless, there are 
still obstacles to overcome, notably in the detection of Alzheimer's disease in 
elderly people. Current research highlights the value of machine learning and 
neural networks in the advancement of both detection and treatment strategies for 
Alzheimer's disease. Early identification is essential for successful treatment, and 
current research emphasizes the significance of these technologies.   

In their study, Shagun et al. [39] offered an examination of the usage of 
machine learning methods for the diagnosis of Alzheimer's disease. They 
highlighted the efficiency of a CNN model when it was applied to MRI scans. When 
assessing the performance of models, they examine a variety of models and 
datasets, putting an emphasis on the significance of measures like as accuracy, 
precision, recall, F1-score, and area under the curve (AUC). According to the ROC 
curves for both dataset 1 and dataset 2, the findings of their suggested model are 
promising and demonstrate higher performance in comparison to the results of 
earlier research.   

Iqra et al. [40] provided a model that was designed to estimate the severity 
levels of problems based on summaries of all the bug reports that were received. 
For the purpose of improving the accuracy of their predictions, they make use of 
preprocessing techniques like as tokenization, the elimination of stop words, and 
lemmatization. For the purpose of fine-tuning hyperparameters, the model makes 
use of a Convolutional Neural Network (CNN) in conjunction with Harris Hawk 
optimization. According to the findings of the studies, the CNN-HHO model is 
superior than the Baseline-CNN model in terms of a number of metrics, including 
accuracy, precision, recall, F1-measure, and fitness value. The study highlights the 
necessity of forecasting the severity of bugs in healthcare software and 
recommends for the use of machine learning methods for the purpose of finding 
faults. In addition, it highlights the complex nature of software defects in Internet 
of Things (IoT) medical devices, underlining the significance of bug severity 
prediction in terms of assuring the operation of the device and the safety of an 
individual patient.   
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Using magnetic resonance imaging (MRI) scans, Kwok et al. [41] carried out a 
research with the purpose of identifying Alzheimer's disease (AD). In order to 
improve their performance, they made use of a convolutional neural network 
(CNN) model that was enhanced using transfer learning (TL) and a generative 
adversarial network (GAN). The sensitivity, specificity, and accuracy of their 
technique were greatly enhanced in comparison to the procedures that were 
previously used. Convolutional and pooling layers, fully linked layers, ReLU 
activation, and softmax activation were some of the major components that were 
included into the model. The model was able to obtain improved detection 
accuracy by using a two-tier transfer learning method and by including extra 
training data that was produced by GAN. The results of the performance 
assessment showed that there were significant improvements in sensitivity, 
specificity, and accuracy in comparison to their predecessors. In addition, the 
study investigated a variety of areas that are connected to Alzheimer's disease, 
including disease etiology, E-health frameworks, Alzheimer's disease detection, 
and diagnosis.   

Convolutional Neural Networks (CNN) and Convolutional Autoencoders 
(Conv-AE) were reported by Saman et al. [42] as a method for the categorization of 
electroencephalogram (EEG) signals that are linked with Alzheimer's Disease (AD), 
Mild Cognitive Impairment (MCI), and Healthy Controls (HC). According to the 
findings of their research, CNN and Conv-AE models perform much better than 
other models when it comes to reliably identifying EEG signals. CNN models 
achieve a validation accuracy of 92.7%, while Conv-AE models achieve 89.3%. For 
the purpose of signal processing, the study makes use of wavelet analysis methods 
such as the Continuous Wavelet Transform (CWT) and the Discrete Wavelet 
Transform (DWT). Specifically, it highlights the significance of deep learning in the 
context of healthcare applications, notably with regard to improving treatment 
results and improving illness detection.   

The ADNI dataset and 18FDG-PET imaging were used by Ahila A et al. [43] in 
order to develop a computer-aided diagnostic (CAD) system for Alzheimer's 
Disease (AD). The CAD system was able to differentiate Alzheimer's disease (AD) 
patients from normal controls (NC) by learning characteristics from PET scans. 
This was accomplished via the use of a Convolutional Neural Network (CNN). 
Utilizing a confusion matrix, the system's performance on the ADNI dataset was 
evaluated, and the results revealed that it is effective in identifying Alzheimer's 
disease. Possible future study might focus on improving the computer-aided 
diagnosis (CAD) system and investigating its potential for early identification of 
Alzheimer's disease (AD) in clinical settings.   

In order to address the issue of dataset imbalances in Alzheimer's Disease 
(AD) classification, Gulnaz et al. [44] introduced the ADASYN approach. This 
technique aims to improve accuracy by producing synthetic examples for classes 
that are not significantly represented in the dataset. Their DAD-Net model, which 
is constructed on a CNN architecture, has remarkable performance in the 
classification of AD. It achieves high AUC values and F1-scores in comparison to 
other models. The importance of fixing dataset imbalances in medical data cannot 
be overstated when considering the nature of Alzheimer's disease, which is a 
degenerative brain ailment that is characterized by memory loss. Future study will 
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focus on improving the accuracy of Alzheimer's disease categorization via the use 
of deep learning models, with a particular emphasis on the crucial role that dataset 
equilibrium plays in medical picture analysis.   

In their study [45], YUSERA and colleagues proposed a model called a 
Stacked Deep Dense Neural Network (SDDNN) that was developed for the purpose 
of predicting Alzheimer's disease. This model is superior than other models in 
terms of its efficacy since it integrates CNN, Bidirectional LSTM, and attention 
processes. Furthermore, the paper assesses performance using confusion matrices 
and reveals that Glove embedding is capable of producing high levels of accuracy 
via experimental analysis. Utilizing audio transcript data from DementiaBank is the 
approach that will be used in order to facilitate the early identification of 
Alzheimer's disease. Both Dr. Kumar and Dr. Ezaz Ahmed are listed as authors, 
respectively, and they contributed their respective academic backgrounds to the 
study effort.   

A novel CNN architecture was presented by Gowhar et al. [46], which was 
developed for the purpose of diagnosing Alzheimer's disease by using MRI scans. 
The accuracy percentage that they achieve is 96.6%, and they do this by using 
transfer learning with models such as MobileNet. They use a variety of data 
augmentation strategies in order to combat the phenomenon of overfitting. 
According to the findings of the research, MobileNet is excellent in categorizing 
medical pictures because of its lightweight design and fast parameter reduction. 

For the purpose of identifying Alzheimer's disease using magnetic resonance 
imaging (MRI) pictures, Faizal et al. [47] reported the use of Siamese architecture 
in conjunction with triplet-loss function. In their results, they show that this 
strategy is helpful in classifying Alzheimer's disease into four distinct categories. 
An analysis of the performance of the VGG16 model as an encoder is presented in 
this work, along with a discussion of the different machine learning approaches 
that may be used to diabetes categorization. With the end goal of improving AD 
categorization approaches via the utilization of deep learning strategies, the study 
endeavors to achieve its ultimate objective.   

Both BATTULA and MUDIYALA. To identify Alzheimer's disease using 
magnetic resonance imaging (MRI) images and to segment brain areas, the 
approaches proposed in [48] make use of deep learning. A number of assessment 
measures, including TP, TN, FP, FN, and the Dice Coefficient, are used in order to 
evaluate the segmentation approaches. CNNs are an essential component in the 
process of detecting Alzheimer's disease based on brain scans, since they enhance 
both performance and accuracy. When it comes to tackling difficulties that are 
connected to data and computing, the scalability of deep learning is very necessary. 
In general, the use of deep learning algorithms improves the accuracy of brain MRI 
segmentation for the purpose of diagnosing Alzheimer's disease.   

Ruhul et al. [49] discussed the construction and assessment of a hybrid deep 
learning model that was especially intended for the classification of Alzheimer's 
disease (AD). The study that they have conducted fully investigates a variety of 
deep neural network (DNN) topologies, demonstrating without a reasonable doubt 
that the hybrid model that they have proposed is better. This hybrid model 
surpasses the performance standards set by existing deep neural network models 
such as DenseNet-121. This is accomplished by combining components belonging 
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to both LeNet and AlexNet. Its design blends convolutional and recurrent neural 
networks in a seamless manner, which results in better classification accuracy. In 
addition to this, the research emphasizes the significant significance that feature 
extraction has in improving the efficacy of the model as well as the computing 
efficiency of an algorithm.  
 Table 1: A Comparative Study among Several Studies for Brain Tumor Classification Using MRI 

Ref Year  Dataset Method Pros Cons Accuracy 

[20] 2020 

ADNI  A deep 
learning 
architecture 
was evaluated 
using 
structural MRI 
data from 449 
individuals in 
the (ADNI). 
The approach 
included the 
process of 
dividing the 
hippocampus 
into distinct 
segments and 
performing 
activities 
related to 
categorizing 
diseases. 
 

The approach 
demonstrates 
superior performance 
in accurately 
segmenting the 
hippocampus and 
classifying diseases, 
outperforming 
existing techniques. 
 

The learnt 
characteristics 
have limited 
interpretability 
for therapeutic 
application. This 
constraint may 
impede the 
method's efficacy 
in offering 
comprehensive 
understanding of 
the fundamental 
biological 
underpinnings of 
the disorders. 
 

The suggested method
's accuracy in categori
zing people with Alzhe
imer's Disease (AD) ag
ainst Normal Control (
NC) is as follows: 
For a single-
task with α = 0, the acc
uracy is 80.1%. 
The accuracy of multit
asking, with a multitas
king coefficient (α) of 
0.5, is 79.9%. 
The adaptive alpha (m
ulti-
task) achieved an accu
racy of 80.5%.  

[21] 2020 

The research 
used 
longitudinal 
data from 
1677 
individuals, 
which was 
gathered via 
the TADPOLE 
competition. 
 

Utilizing a mac
hine learning s
ystem, this stud
y aims to foreca
st the progressi
on of Alzheime
r's disease by a
nalyzing many i
ndicators and c
linical diagnosi
s over time. 

The technique of Effec
tive Longitudinal Pred
iction shown exceptio
nal proficiency in man
aging missing data an
d diverse input timep
oints. 
Versatility and adapta
bility: 
Capable of forecasting
 an indefinite number 
of future timepoints, 
making it well-
suited for longitudinal
 research including di
verse participant data
.  

Implementation C
omplexity: 
Proficiency in mac
hine learning and 
data management 
is necessary for ef
ficient usage. 
• Risk of Overfitti
ng: 
Although having f
ewer parameters t
han LSTM, there is
 a potential for ov
erfitting to the tra
ining data. 

Attained exceptional p
recision in forecasting 
AD biomarkers over a 
prolonged period.  

[22] 2020 

National 
Alzheimer's 
Coordinating 
Center,  

A novel approa
ch for classifyin
g Alzheimer's D
isease (AD) is p
roposed, which
 involves integr
ating a stacking
 methodology 

The capacity to surpa
ss current methods by
 4% demonstrates en
hanced classifier perf
ormance in smaller fe
ature areas, while pre
serving the accuracy o
f clinical data. 

The publication 
does not clearly 
state any 
drawbacks or 
restrictions of the 
suggested 
ensemble learning 
approach for 

The suggested 
ensemble 
demonstrated a 
statistically significant 
level of accuracy, 
surpassing 
benchmarks with a p-
value of less than 
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with Deep Beli
ef Nets (DBN) t
o merge predic
tions from base
 classifiers and 
handle interde
pendencies. 

classifying 
Alzheimer's 
Disease (AD). 

0.001. 

[23] 2020 

The datasets 
used in the 
study are the 
NIMHANS 
dataset, and 
the ADNI 
dataset. 

The Hierarchic
al Deep Neural 
Network (HOG-
DNN) is being i
mplemented fo
r the classificat
ion of Alzheime
r's disease (AD
) using MRI im
age processing.
 The corrected 
Adam optimize
r is being used f
or this purpose
. 

Achieving a high 
classification accuracy 
of 99.5% 
 

Sensitivity to 
parameters 
affecting 
classification 
performance 
 

classification based on 
MRI image analysis is 
reported to be 99.5% 
on the ADNI dataset 
and 98.5% on the 
NIMHANS dataset. 

[24] 2020 

The study 
used the 
OASIS open-
access 
dataset, 
including 382 
photos 
sourced from 
the OASIS 
database. 
 

I am creating a 
Siamese 
Convolutional 
Neural 
Network 
(SCNN) model 
to accurately 
diagnose 
Alzheimer's 
disease (AD) 
and Mild 
Cognitive 
Impairment 
(MCI) 
transition 
phases. 
 

Convolutional Neural 
Networks (CNNs) 
have the ability to 
autonomously extract 
efficient features 
without requiring 
human feature 
extraction. 
 

1. The process of 
training deep 
learning models 
on a large number 
of photos requires 
substantial 
computer 
resources. 2. 
Adequate training 
of the model 
requires a 
significant 
quantity of 
standardized 
training datasets, 
which may be 
costly and give 
rise to ethical 
privacy problems 
in the field of 
medical imaging. 
 

The suggested model 
attained a 
classification accuracy 
of 95.9% in 
distinguishing 
between Alzheimer's 
disease (AD) and Mild 
Cognitive Impairment 
(MCI) conversion 
phases.  
 

[25] 2020 

ADNI An ensemble of 
deep 
convolutional 
neural 
networks 
(DCNN) is used 
to classify 
Alzheimer's 
disease using 
structural MRI 
data.  
 

The capacity to get 
exceptional 
classification 
accuracy for 
Alzheimer's disease 
utilizing structural 
MRI data.  
 

The training 
method may be 
computationally 
intensive when 
compared to 
single Deep 
Convolutional 
Neural Network 
(DCNN) based 
techniques.  
 

The AD vs. MCI and NC 
vs. MCI tasks had the 
most favorable 
outcomes, with 
enhancements of 
4.52% and 8.89% 
respectively, in 
comparison to 
previously reported 
findings. 
 

[26] 2020 ADNI The paper The capacity to Inaccurate The ability to 
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 employs a 
Convolutional 
Neural 
Network (CNN) 
model based 
on a Region of 
Interest (ROI) 
for the staging 
of Alzheimer's 
Disease (AD). 
 

provide precise and 
effective 
categorization for the 
staging of Alzheimer's 
disease, focusing on 
particular brain areas 
such as the 
hippocampi, 
amygdalae, and 
insulae. 
 

representation of 
human 
differences. 

 

accurately and 
efficiently classify the 
progression of 
Alzheimer's disease, 
with a specific 
emphasis on key brain 
regions such as the 
hippocampi, 
amygdalae, and 
insulae. 
 

[27] 2020 

The research 
used the 
ADNI dataset, 
which 
included 
people 
diagnosed 
with 
Alzheimer's 
Disease (AD), 
Mild 
Cognitive 
Impairment 
(MCI), and 
cognitively 
normal (NC) 
individuals. 
 

structural MRI 
(sMRI) and 
Diffusion 
Tensor Imaging 
(DTI).  

The aim of this study 
is to enhance the 
accuracy of 
Alzheimer's Disease 
(AD) diagnosis by 
using transfer 
learning, especially 
cross-modal transfer 
learning, with several 
brain imaging 
modalities.  
 

The dependence 
on a restricted 
dataset might 
result in 
overfitting 
problems during 
model training. 
 

Accuracy (Acc) = (tp + 
tn) / (tp + tn + fp + fn) 

[28] 2021 

Alzheimer's 
Disease 
Neuroimagin
g Initiative 
(ADNI) 
database. 

The objective is 
to create a 
Computer-
Aided-Brain-
Diagnosis 
(CABD) system 
that can 
accurately 
diagnose 
Alzheimer's 
disease using 
MRI images. 
 

The capacity to get 
exceptional precision 
in the identification of 
different phases of 
Alzheimer's disease 
by using 
Convolutional Neural 
Networks (CNN) and 
the Inception ResNet 
V2 Architecture.  
 

It is necessary to 
have a substantial 
quantity of 
samples for 
training and 
validation in 
order to enhance 
accuracy. 
Furthermore, the 
performance of 
the model might 
differ depending 
on the optimizer 
and learning rate 
parameters used 
throughout the 
training process. 
 

The model attained a 
diagnostic accuracy of 
79.12% in identifying 
Alzheimer's disease 
based on MRI scans. 
 

[29] 2021 

The dataset 
used in the 
study was 
obtained 
from the 
ADNI 
(Alzheimer's 
Disease 
Neuroimagin
g Initiative) 

Utilizes a deep 
learning 
framework 
using 
Convolutional 
Neural 
Networks 
(CNN) for the 
purpose of 
segmenting the 

High Precision: 
Demonstrates 
exceptional precision 
and AUC in 
distinguishing 
between AD and NC 
as well as MCI and NC 
individuals, 
surpassing other 
approaches. 

Computational 
Complexity: The 
deep learning 
model described 
may have a high 
level of 
computational 
complexity, 
necessitating 
substantial 

AD vs. NC: 
Accuracy: 88.9% 

MCI vs. NC: 
Accuracy: 76.2% 
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database. hippocampus 
and classifying 
diseases in 
individuals 
with 
Alzheimer's 
disease (AD). 
 

 computer 
resources for both 
training and 
inference. 
 

[30] 2021 

subset from 
the ADNI 
dataset, with 
a total of 100 
cases - 51 
cognitively 
normal (CN) 
samples and 
49 
Alzheimer's 
Disease (AD) 
samples. 

Transforms 
three-
dimensional 
imaging data 
into a two-
dimensional 
format by using 
several fusion 
algorithms, 
with a special 
emphasis on 
leveraging 
temporal 
pooling 
approaches.  
 

Enhances the 
accuracy of 
Alzheimer's disease 
categorization by 
8.33% and decreases 
training time by more 
than 89%. 
 

The limited 
amount of the 
dataset used may 
hinder the 
performance of 
the 3D model 
since it lacks 
adequate data for 
fine-tuning.  
 

3D-ResNet: 0.84 

Alex Early-Dyn: 0.90 

Alex Late-Max: 0.91 

Alex Late-Dyn: 0.90 

Res Early-Dyn: 0.83 

Res Late-Max: 0.84 

Res Late-Dyn: 0.88 

 

[31] 2021 

Alzheimer's 
Disease 
Neuroimagin
g Initiative 
(ADNI) 
database.  

Convolutional 
Neural 
Networks 
(CNN) used to 
classify 
Alzheimer's 
illness. The 
framework 
comprises a 
Convolutional 
Neural 
Network (CNN) 
model, data 
augmentation 
techniques, 
cross-
validation, and 
optimization 
via the Adam 
optimizer.  
 

CNN models do not 
need intricate picture 
pre-processing, hence 
conserving time and 
computer resources. 
 

Training in 
medical imaging 
jobs need a 
substantial 
quantity of 
labeled data, 
which may be 
hard to acquire.  
 

[ Accuracy = \frac{TP 
+ TN}{TP + TN + FP + 
FN} ] 

where: 

TP: True Positives 

TN: True Negatives 

FP: False Positives 

FN: False Negatives 

[32] 2021 

The dataset 
used in the 
study was 
obtained 
from 
the Alzheimer
's Disease 
Neuroimagin
g Initiative 
(ADNI) 

The research 
used an 
enhanced 
LeNet model 
for the 
categorization 
of Alzheimer's 
Disease (AD).  
 

Optimize training by 
using a Python toolkit 
that incorporates data 
augmentation 
approaches. 
 

Combining 
pooling layers 
may lead to 
increased 
computing time, 
thereby affecting 
the overall 
efficiency of the 
model. 
Architectural 
design. 
 

The improved LeNet 
model achieved an  
average performance 
rate of 96.64%  
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[33] 2021 

The collection 
comprises 
brain pictures 
from 414 
people who 
have been 
diagnosed 
with NC, MCI, 
and AD. 
These images 
were 
collected 
from 18F-
Florbetaben 
Amyloid 
PET/CT 
scans. 
 

The Genetic 
Algorithm (GA) 
method is used 
in the 
document. 

 

Facilitates rapid 
convergence by 
choosing 
chromosomes with 
greater classification 
accuracies for the 
subsequent 
generation.  
 

 

The convergence 
of a Genetic 
Convolutional 
Neural Network 
(CNN) to the most 
optimum network 
design may be 
hindered by 
constraints in 
hyperparameter 
selection. 
 

The CNN model, which 
used a genetic 
approach, attained an 
average classification 
accuracy of 81.74%. 
 

[34] 2021 

The dataset 
used in the 
study 
contains MRI 
imaging data 
for healthy 
individuals 
and 
Alzheimer's 
disease 
patients. 

The research 
used a unique 
ensemble 
model named 
DTE, which 
integrates deep 
learning, 
transfer 
learning, and 
ensemble 
learning 
methodologies. 
 

capacity to get a high 
level of accuracy in 
classifying various 
types of Alzheimer's 
disease, 
 

The intricacy 
involved in 
integrating deep 
learning, transfer 
learning, and 
ensemble learning 
approaches. 

The DTE ensemble 
model had a peak 
classification accuracy 
of 99.09% for 
distinguishing 
between normal 
control and 
Alzheimer's disease, 
and 98.71% for 
distinguishing 
between moderate 
cognitive impairment 
and Alzheimer's 
disease. 
 

[35] 2021 

The dataset 
used in the 
study is from 
the 
Alzheimer’s 
Disease 
Neuroimagin
g Initiative 
(ADNI). 

The proposed 
diagnostic 
model consists 
of a data 
denoising 
module and a 
diagnosis 
network 
module, which 
operate 
together to 
enhance the 
accuracy of 
Alzheimer's 
disease 
diagnosis. 
 

The diagnostic 
network utilizes many 
classifiers and 
employs fusion 
diagnosis methods. 
Consequently, this 
results in improved 
usage of samples, less 
noise in MRI images, 
and enhanced 
accuracy in tasks 
related to AD 
diagnosis. 
 

need more 
processing 
resources and 
training time as a 
result of using 
several classifiers 
and fusion 
diagnostic 
approaches. 
 

The suggested 
approach for 
diagnosing 
Alzheimer's disease 
has an accuracy of 
95.2% when 
distinguishing 
between Alzheimer's 
Disease (AD) and 
Normal Control (NC), 
and an accuracy of 
77.8% when 
distinguishing 
between stable Mild 
Cognitive Impairment 
(sMCI) and 
progressive Mild 
Cognitive Impairment 
(pMCI). 
 

[36] 2021 

Gwangju 
Alzheimer’s 
and Related 
Dementia 

An advanced 
method of deep 
learning is 
used to 

Utilization of a two-
stage Hough-CNN 
architecture  

The results of this 
study may not be 
applicable to 
wider populations 

The mean weighted 
accuracy for the 
testing set over all 
three folds in the 
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(GARD) 
dataset  

diagnose 
Alzheimer's 
disease (AD) by 
analyzing 
structural 
Magnetic 
Resonance 
Imaging (sMRI) 
data.  
 

 due to the small 
sample size of just 
270 persons.  
 

research study is 
94.82%.  
 

[37] 2021 

The gene 
expression 
dataset used 
in the study is 
GSE5281 
from the 
Gene 
Expression 
Omnibus 
(GEO) 
repository. 

The hybrid 
technique 
incorporates 
the benefits of 
both filter and 
wrapper 
strategies. 
 

Enhanced 
Performance: Utilizes 
the advantages of 
both filter and 
wrapper approaches 
to achieve higher 
accuracy in feature 
selection. 
 

Complexity: The 
use of hybrid 
approaches in the 
feature selection 
process might 
lead to increased 
complexity. 

 

 

The hybrid feature 
selection pipeline, 
mRmR-WPSO-AE, 
obtained a 
classification accuracy 
of 96.78% for 
Alzheimer's patients. 
 

[38] 2022 

ADNI Data 
Sets: 
Kaggle Data 
Set (Amnaya 
Pradhan et 
al., 2021): 
Data 
Collection by 
Year (Aakash 
Shah et al., 
2020): 
 

The Support 
Vector Machine 
(SVM) is used 
for the purpose 
of classifying 
Alzheimer's 
disease in 
detection tasks.  
Convolutional 
Neural 
Networks 
(CNNs) are 
used for the 
purpose of 
image analysis 
and feature 
extraction in 
Magnetic 
Resonance 
Imaging (MRI) 
scans. 

Machine learning 
facilitates the rapid 
identification of 
Alzheimer's disease, 
allowing for early 
diagnosis and 
subsequent therapies, 
which ultimately 
enhance patient 
outcomes. 
 

Machine learning 
models, 
particularly deep 
learning 
algorithms, might 
possess intricacy 
and present 
difficulties in 
interpretation, 
hence restricting 
their therapeutic 
use. 
 

The performance of 
Convolutional Neural 
Networks (CNNs) has 
shown encouraging 
outcomes, achieving 
an accuracy of 98% 
with an 18-layered 
CNN and 88% with a 
3D CNN network.  
 

[39] 2022 

Dataset 1: 
Collected 
from Kaggle 
with 6400 
images 
divided into 
train and test 
folders. 
Dataset 2: 
Collected 
from Kaggle 
with 6330 
MRI images 
divided into 

The model 
employs a 
neural network 
that leverages 
VGG16 for both 
feature 
extraction and 
classification.  
The Adam 
optimizer is 
chosen for its 
efficient 
computational 
performance.  

High Precision: 
Attained a precision 
rate of 90.4% for 
Dataset 1 and 71.1% 
for Dataset 2. 
 
 

Overfitting refers 
to the risk of 
excessively 
tailoring a model 
to the training 
data, particularly 
when working 
with a small 
dataset. This may 
result in a 
decrease in the 
model's ability to 
accurately predict 
outcomes for new, 

Dataset 1: Achieved an 
accuracy of 90.4%. 
Dataset 2: Attained an 
accuracy of 71.1%. 
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train and test 
folders. 
 

 
 

unknown data. 
 

[40] 2022 

Kaggle is a 
platform for 
data science 
and machine 
learning 
competitions. 
The dataset is 
partitioned 
into training 
and testing 
subsets using 
10-fold cross 
validation to 
mitigate the 
risk of 
overfitting. 
 

Utilizes a 
controlled 
experiment to 
forecast the 
severity levels 
of bugs by 
analyzing 
summaries 
from a dataset 
of bug reports.  
 

Achieves exceptional 
performance with a 
precision of 96.21% 
and other assessment 
measures.  
 
 

 

The model's 
performance may 
be influenced by 
the quality of the 
dataset used for 
training and 
testing. 
 

The bug severity 
prediction accuracy 
attained by the 
proposed CNN-HHO 
hybrid technique is 
96.21%.  
 

[41] 2022 

OASIS-1: 
OASIS-2: 
OASIS-3: 
  

The use of a 
mix of 
Generative 
Adversarial 
Network 
(GAN), 
Convolutional 
Neural 
Network 
(CNN), and 
Transfer 
Learning (TL) 
has been 
proposed for 
the purpose of 
detecting 
Alzheimer's 
disease (AD).  
 

The approach used in 
the paper has the 
benefit of improving 
the precision of 
Alzheimer's disease 
(AD) detection 
models.  
 

The intricacy of 
implementing and 
optimizing the 
combination  
 

The precision varies 
between 74.4% and 
97.3% across various 
categories and 
models. 

[42] 2022 

The dataset 
used in the 
study was 
provided by 
IRCCS Centro 
Neurolesi of 
Messina 
(ITALY). 

The research u
sed deep learni
ng methodologi
es, notably Con
volutional Neur
al Networks (C
NN) and Convo
lutional Autoen
coder (Conv-
AE). 

The Conv-
AE network exhibited 
a notable advantage i
n the research by attai
ning a validation accu
racy of 89%, surpassi
ng other methods and
 showcasing exception
al performance in cate
gorizing EEG signals a
ssociated with AD, MC
I, and HC. 

The absence of int
erpretability in he
althcare applicati
ons of deep neural
 networks (DNNs)
 arises from their 
non-
linear character, r
endering them "bl
ack box" models. 

The accuracy rates of t
he Convolutional Neur
al Network (CNN) wer
e 70%, 91%, and 79% 
correspondingly. 
The Autoencoder-
based CNN (AE-
CNN) achieved accura
cy, recall, and F1-
score values of 70%, 8
8%, and 77% respecti
vely. 

[43] 2022 

The research 
used the 18F
DG-
PET image col
lection obtain
ed from the A

The research u
sed a Convoluti
onal Neural Net
work (CNN) to 
create a Compu
ter-

The primary advantag
e of a CAD system usi
ng a Convolutional Ne
ural Network (CNN) f
or diagnosing Alzhei
mer's Disease (AD) is 

The computationa
l complexity and r
esource demands 
linked to deep lea
rning models. 

The accuracy was 
reported to be 96%.  
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lzheimer's Di
sease Neuroi
maging Initiat
ive (ADNI) da
tabase. 

Aided Diagnosi
s (CAD) system.
 This system w
as designed to 
distinguish bet
ween patients 
with Alzheimer
's Disease (AD) 
and normal con
trol (NC) patie
nts by analyzin
g 18FDG-
PET images. 

its exceptional precisi
on and efficacy in disti
nguishing AD patients
 from normal control 
participants. 

[44] 2022 

The dataset u
sed in this stu
dy comprises 
6400 samples
 of unidentifie
d individuals 
with MRI sca
n pictures an
d accompanyi
ng class classi
fications. 

The article pres
ents a strategy 
that leverages t
he ADASYN ove
rsampling met
hodology to bal
ance the datase
t and enhance c
lassification ac
curacy. 

The projected DAD-
Net offers a distinct b
enefit. Through 
Utilizing ADASYN for 
up-
sampling enhances th
e ability to learn from 
difficult data and miti
gates the bias resultin
g from class imbalanc
e, resulting in more de
pendable classificatio
n outcomes.An inhere
nt drawback of the sys
tem is that it necessita
tes more processing r
esources and training 
time owing to the intr
icate neural network s
tructure and oversam
pling procedure. 

In the research, ac
curacy is defined 
as the quantificati
on of the degree t
o which a measur
ement or result co
rresponds to the t
rue value or stand
ard. 

The suggested DAD-
Net model with ADASY
N attained accuracy va
lues of 99.22%, 98.67
%, and 98.10% when 
applied to the balance
d AD dataset. These re
sults indicate a high le
vel of accuracy in class
ifying Alzheimer's Dis
ease.  

[45] 2022 

Source: Deme
ntiaBank 
 

Pre-
processing of A
udio Transcript
 Data involves t
he removal of s
ymbols and the
 retention of so
lely alphabetic 
characters. 

Improved Precision: B
y using deep neural n
etwork models with G
love embedding, the a
ccuracy of categorizin
g patients with Alzhei
mer's disease was enh
anced. 

Data Limitations: 
The model's gener
alizability to large
r populations or v
arious language p
atterns may be li
mited due to its re
liance on a single 
dataset (Dementia
Bank). 

The accuracy of the 
models is calculated 
using the formula: 
[ \text{Accuracy} = 
\frac{TP + TN}{TP + 
FP + FN + TN} ] 

[46] 2023 

Alzheimer's 
Disease 
Neuroimagin
g Initiative 
(ADNI) 
database. 

The article outl
ines a methodo
logy that utilize
s CNN architect
ures, such as V
GG19, ResNet5
0, and DenseNe
t121, for transf
er learning. It a
lso incorporate
s data augment
ation methods 
and implement

The MobileNet paradi
gm, often used for mo
bile applications, is ut
ilized for the develop
ment of lightweight n
eural networks. 

The paper does n
ot specifically add
ress any potential 
limitations or dow
nsides of the uniq
ue approach or te
chnique offered in
 the study. 

The suggested model 
had a precision rate of 
96.22%. 
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s the MobileNet
 model for illne
ss detection. 

[47] 2023 

The research 
used the ADN
I (Alzheimer's
 Disease Neur
oimaging Initi
ative) and OA
SIS (Open Acc
ess Series of I
maging Studi
es) databases. 

Developing a Si
amese Convolu
tional Neural N
etwork (SCNN) 
structure for th
e purpose of cl
assifying Alzhei
mer's disease. 
The SCNN used
 a triplet-
loss function to
 generate k-
dimensional e
mbeddings of 
MRI images, re
sulting in a hig
h level of accur
acy in Alzheim
er's disease (A
D) classificatio
n on the ADNI a
nd OASIS datas
ets. 

The capacity to accura
tely categorize Alzhei
mer's disease (AD) by 
using the triplet-
loss function for k-
dimensional embeddi
ngs of MRI images. 
 

Scarcity of trainin
g samples in the d
ata-
limited field of Alz
heimer's disease c
lassification 

The suggested models 
in the research demon
strated accuracy rangi
ng from 85.31% to 91.
83% on the ADNI data
set and from 89.00% t
o 93.85% on the OASI
S dataset. 

[48] 2023 

OASIS  
ADNI  
IBSR  
MICCAI  
 

The use of simu
lated and phant
om images for 
validation, cou
pled with deep 
learning appro
aches, namely 
Convolutional 
Neural Networ
ks (CNNs), for 
Magnetic Reso
nance Imaging 
(MRI) segment
ation, and the a
ssessment met
rics include Dic
e coefficient, Tr
ue Positive, Tru
e Negative, Fals
e Positive, and 
False Negative. 

The scalability of dee
p learning methods is 
essential for effectivel
y processing vast amo
unts of data. 

The restricted ava
ilability of data pr
esents challenges 
in following and a
nalyzing the evolu
tion of Alzheimer'
s disease over tim
e. 

The publication highli
ghts the significance of
 precision in MRI imag
e processing for the di
agnosis of Alzheimer's
 disease. 

[49] 2023 

  ADNI   The research u
sed Deep Learn
ing (DL) model
s to classify Alz
heimer's Disea
se (AD) by usin
g a hybrid meth
odology that co
mbines the LeN
et and AlexNet 

 architectures.Attains 
a commendable perfo
rmance rate of 93.58
% in AD classification 
while maintaining co
mputational efficiency
. 

Additional optimi
zation and modifi
cation may be nec
essary to further o
ptimize its perfor
mance. 

Here is a summary of 
the accuracy values 
for different AD 
classification 
approaches: 
Region growing: 0.62 
Histogram based: 0.85 
Fuzzy C means: 0.53 
K-Means: 0.64 
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D. Recommendations 
Previous research has covered a variety of deep learning models that are 

used for detecting Alzheimer's disease, such as those that make use of MRI data. 
Each individual research presents a unique set of approaches and developments, 
which together contribute to the continuous effort to improve the accuracy of 
Alzheimer's disease early detection and categorization. Based on the many works 
that were examined, the suggestions and solutions that should be implemented in 
order to progress the diagnosis of Alzheimer's disease should be to construct a 
powerful deep learning model that is capable of detecting, recognizing, and 
classifying diseases with a high degree of accuracy.   
There are a number of research that indicate encouraging outcomes in terms of 
classification accuracy, specificity, and sensitivity. These studies suggest that 
model performance is improving. A number of different methods, including 
ensemble learning, CNN architectures, recurrent neural networks (RNN), and 
hybrid models, have repeatedly shown advantages in comparison to more 
conventional approaches, often known as machine learning algorithms.  
During the data preprocessing step, it was shown that successful preprocessing 
approaches, including as picture normalization, feature extraction, data 
augmentation, and cleansing data from noise, have a significant role in improving 
model performance while simultaneously lowering the amount of computing time 
required for training the model and the general level of complexity. In contrast, the 
process of feature extraction and deep feature learning approaches contribute 
greatly to the efficacy of classification models such as transfer learning, 
autoencoders, and CNN help in identifying and selecting informative features for 
classification correct diagnosis. These techniques are used to find and choose 
features that are relevant to the classification.   

It is essential to make use of a variety of methods, including parameter 
tuning, select and stable weights, and loss function selection, in order to optimize 
models in classification tasks in fit DL models. These strategies are essential for 
performing the best possible model performance. The proposals include the 
development of hybrid approaches, such as CNN with RNN and CNN with GAN 
algorithms, in order to create classification models that are more reliable and 
accurate. In addition, it is vital to conduct rigorous validation on a variety of 
datasets as well as external validation in clinical settings in order to guarantee the 
generalizability and dependability of the presented models. It is essential for 
researchers working in DL and clinical practice to work together in order to 
translate model improvements into diagnostic tools and therapies that can be used 
in clinical settings. In the context of real-world clinical settings, longitudinal 
studies that monitor the evolution of illness and the results of therapy may give 
very helpful insights about the effectiveness of diagnostic tools that are based on 
DL. Finally, the most important takeaway from this study is that there is no 
particular deep learning algorithm that can accurately diagnose and categorize 
Alzheimer's disease or any other kind of dementia. Building a strong model 
architecture that is based on the algorithms that are most suited for a certain 
illness condition is thus the most effective method for making recommendations 
for potential treatments.  
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E. Conclusion  
In conclusion, the developments in deep learning models for the diagnosis of 

Alzheimer's disease using functional magnetic resonance imaging (MRI) data show 
tremendous potential for enhancing the accuracy of early detection and 
categorization. The many approaches and procedures that were investigated in the 
literature study shed light on the potential of DL to revolutionize the diagnosis of 
Alzheimer's disease (AD), which includes the construction of hybrid models. There 
have been a number of methods, such as ensemble learning and hybrid learning, 
that have shown promising outcomes in terms of classification accuracy, 
specificity, and sensitivity. This improvement in model performance has also been 
shown to be significantly aided by the use of efficient data preparation techniques 
and feature learning approaches. CNN designs have shown the greatest 
performance in diagnosing Alzheimer's disease, which is an important finding. 
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