
Indonesian Journal of Computer Science 
ISSN 2549-7286 (online) 

Jln. Khatib Sulaiman Dalam No. 1, Padang, Indonesia 
Website: ijcs.stmikindonesia.ac.id | E-mail: ijcs@stmikindonesia.ac.id 

Attribution-ShareAlike 4.0 International License Vol. 13, No. 3, Ed. 2024 | page 3896  
      

 
A Review of Text Classification Based on ML & Data Mining Algorithms 
 
Ashraf Atam Mustafa1, Adnan Mohsin Abdulazeez2 
ashrafatam96@gmail.com,adnan.mohsin@dpu.edu.krd 
1Akre University for Applied Science, Technical College of Informatics, Akre, Department of 
Information Technology, Akre, Kurdistan Region, Iraq 
2Presidency of Duhok Polytechnic University, Duhok, Kurdistan Region, Iraq 
 

Article Information  Abstract 

Submitted :  15 May 2024 
Reviewed :  27 May 2024 
Accepted :  15 Jun 2024 

 

 
In the digital era, the field of text classification has experienced 
transformative growth through the application of Machine Learning (ML) 
and Data Mining (DM) algorithms. This review traces the evolution from 
traditional data mining methods to sophisticated ML strategies that 
significantly enhance the analysis and categorization of textual data. We 
discuss pivotal technologies including Bayesian classifiers, Support Vector 
Machines (SVM), and contemporary advances such as Convolutional Neural 
Networks (CNNs) and Recurrent Neural Networks (RNNs). The integration of 
Natural Language Processing (NLP) techniques is highlighted for their 
critical role in enriching semantic analysis capabilities, a necessity for 
effective text classification. Additionally, the paper addresses challenges like 
handling high-dimensional data, dealing with imbalanced datasets, and 
confronting ethical issues such as bias and privacy in automated systems. By 
synthesizing the latest research, this review identifies current gaps, proposes 
practical solutions, and forecasts future trends in text classification to 
support ongoing research and application across various sectors. 
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A. Introduction 
The As we navigate the digital age, the sheer volume of text generated daily 

across various platforms presents both challenges and opportunities for 
automated processing and analysis. Text classification, a pivotal task within the 
realms of machine learning (ML) and data mining (DM), serves as a fundamental 
method for organizing, managing, and deriving insights from text data. This 
technique underpins many applications, from filtering spam in email inboxes to 
automating customer service responses and enabling sentiment analysis in social 
media feeds[1][2][3].This literature review provides a comprehensive examination 
of the methodologies employed in text classification, focusing on the evolution and 
application of both traditional data mining techniques and modern machine 
learning algorithms. Initially, the review outlines the historical context and the 
theoretical foundations of text classification, setting the stage for a deeper 
exploration of various classification strategies[4][5].From the early use of Bayesian 
classifiers to the more recent deployment of deep learning models, this review 
highlights the progression and sophistication of technologies over time. It 
scrutinizes the effectiveness of algorithms like Decision Trees, Support Vector 
Machines (SVM), and Random Forests in handling textual data. Additionally, it 
delves into the transformative impact of neural network architectures, such as 
Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), 
which have redefined benchmark standards by their ability to capture contextual 
and sequential information in text[6][7][8].Moreover, the review addresses the 
integration of natural language processing (NLP) techniques with ML and DM 
algorithms, which enhances the semantic processing capabilities necessary for 
more nuanced classifications. Issues such as the handling of high-dimensional data, 
dealing with imbalanced datasets, and the challenges of semantic ambiguity are 
discussed. The review also considers the ethical implications of automated text 
classification, including bias, privacy, and security[9][10].By synthesizing 
contemporary research and case studies, this literature review aims to present a 
critical analysis of the state-of-the-art methods in text classification. It seeks to 
identify gaps in current research, suggest practical solutions to unresolved 
problems, and predict future directions in the development of more robust and 
intelligent text classification systems.The ultimate objective of this review is to 
furnish researchers, practitioners, and policymakers with the insights necessary to 
harness the power of text classification tools effectively and ethically, thereby 
contributing to the advancement of knowledge management and information 
retrieval in various sectors[11][12][13][14]. 
 
B. Background Theory 
 

B.1 Text Classification 
Classification serves as a cornerstone in machine learning (ML) and data 

mining (DM), providing essential capabilities for organizing and interpreting the 
vast amounts of textual data generated daily. Its significance is underscored by its 
wide range of applications, from sentiment analysis to automated document 
sorting, which facilitate efficient information retrieval and decision-making 
processes. 
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B.2 Historical Evolution of Text Classification 
The field began with the use of simple statistical models, such as Bayesian 

classifiers, which applied probability theory to predict the category of text based 
on its features. As computational capabilities expanded, the field evolved, 
embracing more complex machine learning techniques. 

 
B.3 Techniques in Text Classification 
Support Vector Machines (SVM): SVMs have played a pivotal role by 

constructing hyperplanes in high-dimensional spaces, effectively categorizing texts 
with greater accuracy. 

 
Convolutional Neural Networks (CNNs): These models have been 

instrumental in capturing spatial hierarchies, enhancing the ability to process and 
classify image-based or spatially structured text data. 

 
Recurrent Neural Networks (RNNs): RNNs excel in handling data where 

sequences or temporal dependencies are crucial, such as in processing sentences 
or paragraphs where context evolves over time. 

 
B.4 Role of Natural Language Processing (NLP) 
The integration of NLP techniques has significantly enhanced text 

classification systems by enabling deeper semantic processing. This allows for a 
more nuanced understanding and classification of texts, addressing complexities 
such as semantic ambiguity and context sensitivity. 

 
Word Embeddings: Techniques like word embeddings have transformed how 

machines understand human language, representing words as vectors of real 
numbers that capture their meanings, relationships, and the contextual nuances 
within a text corpus. 

 
B.5 Challenges with High-Dimensional Data 
Text classification often involves handling high-dimensional data, a challenge 

due to the vast number of unique words and phrases. This issue has been mitigated 
through innovative dimensionality reduction techniques and advanced 
regularization methods, which help manage the complexity and prevent 
overfitting. 

 
B.6 Ethical Considerations in Text Classification 
As text classification technologies are increasingly applied in sensitive 

areas—from filtering news feeds to automating legal decisions—the importance of 
developing transparent and fair models has grown. The field is actively 
researching ways to mitigate bias and ensure privacy, aiming for systems that 
make ethically sound decisions based on balanced and representative data. 

 
B.7 Conclusion and Future Research Directions 
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The landscape of text classification is continually evolving, driven by 
technological advancements and the ever-increasing complexity of data. Ongoing 
research and thoughtful application are essential to address these challenges, 
ensuring that text classification tools remain effective, fair, and relevant in various 
applications[15][16][17][18][19]. 
 

 
 

Figure 1. Four Typical DNN architecture 
 
C. Literature Review 

Dong et al [20]. proposed a text classification model integrating label 
embedding with a Self-Interaction Attention Mechanism, employing the BERT 
model for enhanced feature extraction. Despite its innovative approach and 
improved classification accuracy over existing methods, the study is limited by its 
focus on theoretical performance without extensive real-world application testing. 
From my perspective, while the approach shows potential, practical validation 
across diverse datasets and real-world scenarios would substantiate its 
effectiveness and adaptability, encouraging broader adoption in practical 
applications. This could significantly bridge the gap between theoretical research 
and practical utility in NLP tasks. 

 
J. Zhang and Liu [21] introduced an advanced text classification model 

utilizing a Gated Graph Neural Network with an Attention mechanism, set within a 
framework of Coupled P Systems. Their approach innovatively integrates 
attention-based feature extraction and contextual semantic analysis, which shows 
improved classification accuracy across multiple datasets. However, the study 
focuses mainly on theoretical simulations and controlled datasets, which may not 
fully reflect the complexities of real-world data. The model shows promise, 
particularly in its novel use of graph neural networks and attention mechanisms; 
however, its real-world effectiveness remains untested. Extensive practical testing 
and refinements are essential to establish its utility and potential as a robust tool 
in natural language processing. 

 
D. Zhang [22] introduced a text classification model that combines the Time 

Correlation Principle with Rough Set Theory to enhance literary text feature 
classification and information extraction. The model leverages temporal 
associations and rough set approximations to improve the accuracy and efficiency 
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of literary text processing. Despite its novel integration and demonstrated 
improvements in classification tasks, the model’s primary limitation lies in its 
reliance on theoretical simulations and controlled datasets, which may not fully 
reflect the complexities and variability of real-world data. In my opinion, while the 
theoretical foundation and initial results are promising, the model would benefit 
significantly from testing and validation in diverse, real-world environments to 
establish its practical effectiveness and adaptability. This approach would ensure 
that the model can handle the variety and unpredictability inherent in real-world 
applications, thus making it a more robust and valuable tool for natural language 
processing tasks. 

 
Onita [23] explored the integration of active and transfer learning techniques 

for text classification, aimed at improving efficiency with limited data. The study 
tests various selection criteria, including random, uncertainty sampling, and active 
transfer selection, across multiple datasets. The results demonstrate that the 
combined approach of active and transfer learning significantly outperforms 
traditional methods in terms of label efficiency. However, the research 
predominantly leverages theoretical simulations and controlled data, which might 
not fully represent real-world complexities. Personally, I see this study as a 
compelling advancement in resource-efficient machine learning, highlighting the 
potential for significant improvements in text classification tasks with sparse data. 
Further empirical validation could strengthen its applicability, ensuring it 
addresses the nuanced challenges of diverse, real-world datasets. 

 
Ansari et al [24]. introduced a novel feature selection method using a Genetic 

Algorithm (GA) to optimize text classification in natural scene images, aimed at 
addressing challenges like noise and diverse text styles. This approach leverages a 
Support Vector Machine (SVM) classifier and uses an average F-Score as a fitness 
function, achieving notable improvements in classification accuracy over standard 
techniques. However, the study primarily relies on theoretical enhancements 
without extensive real-world dataset validation, which may limit its practical 
applicability. From my perspective, while the innovative use of GA for feature 
optimization in text classification shows promise, especially in adapting to diverse 
and challenging conditions, its effectiveness and robustness could be further 
validated by expanding tests to more varied real-world scenarios and integrating 
with other deep learning architectures, potentially making it a more 
comprehensive solution for scene text recognition. 

 
Wang et al [25]. explored the classification of proactive personality using text 

mining based on Weibo text and short-answer questions. They employ machine 
learning algorithms to analyze texts, demonstrating that combining these two data 
sources enhances the predictive accuracy for proactive personality traits. The 
research highlights the model's efficacy in distinguishing individuals with varying 
levels of proactive personality, utilizing metrics such as accuracy and sensitivity. 
However, the study primarily relies on controlled datasets and simulated 
scenarios, which might not capture the complexities of real-world data. The 
approach is innovative, but further validation in diverse real-life settings is 
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essential to establish its practical relevance and robustness, ensuring it can 
effectively handle real-world variability in text data. 

 
N. Shi et al [26]. developed a text classification model using a Chaotic Neural 

Oscillatory Long Short-Term Memory (CNO-LSTM) structure, integrating chaotic 
dynamics to enhance learning efficiency and model response times. Their model, 
validated across multiple datasets, shows improvements in accuracy and 
computational efficiency over standard LSTM models. The primary limitation, 
however, is the model's reliance on simulation data, which may not accurately 
represent real-world complexities. From my perspective, the model's innovative 
approach to incorporating chaotic dynamics is promising for improving neural 
network performance. Yet, extensive testing in real-world applications is 
necessary to fully gauge its effectiveness and to adapt it further for practical use, 
ensuring it meets the varied demands of dynamic data environments. 

 
W. Zhang et al [27]. developed a robust text classification method employing 

virtual adversarial training, which enhances model robustness by generating 
adversarial texts that are readable and contextually appropriate. The method, 
based on the continuous bag-of-words model, manipulates perturbation direction 
vectors to produce adversaries that remain interpretable by humans. While it 
achieves higher robustness against adversarial attacks and maintains classification 
accuracy across various datasets, the approach primarily focuses on theoretical 
simulations without extensive real-world testing. This limitation could affect its 
practical applicability. Personally, I believe that while the approach is innovative 
and shows promise in increasing the robustness of text classification models, real-
world application and further empirical testing are crucial for validating its 
effectiveness in practical scenarios. 

 
Akhter et al  [28]. presented a text classification model employing a Single-

layer Multisize Filters Convolutional Neural Network (SMFCNN) to handle Urdu 
text documents. Their innovative method, validated across diverse datasets, 
demonstrates enhanced classification accuracy and efficiency by incorporating 
filters of varying sizes to capture a wide range of text features. However, the study 
is primarily grounded in simulations and controlled datasets, which may not fully 
reflect the intricacies and variability of real-world data scenarios. The model 
demonstrates significant theoretical promise, but its practical efficacy and 
adaptability remain untested in real-world environments. Extending the 
application and testing of this model across more varied and natural datasets is 
crucial to substantiate its effectiveness and readiness for broader practical 
deployment. 

 
Q. Meng et al [29]. delve into the realm of electric power audit text 

classification by employing a Multi-Grained Pre-Trained Language Model, 
specifically designed for this task. Their model, EPAT-BERT, leverages pre-trained 
word and entity level tasks to understand and classify electric power-related texts 
more effectively, demonstrating superior performance compared to existing 
models. However, their study mainly utilizes controlled experimental data, which 
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may not fully capture the complexity of real-world scenarios. In my opinion, while 
the innovative approach of integrating domain-specific pre-training tasks shows 
significant potential in enhancing text classification, the model's real-world 
applicability needs to be validated across more diverse and dynamic environments 
to ascertain its effectiveness and scalability. This validation is crucial for 
transitioning from theoretical models to practical tools in the industry. 

 
Gu et al [30]. presented a novel text classification method that utilizes Graph 

Neural Networks (GNNs) with a Multi-Granular Topic-Aware Graph approach, 
significantly enhancing text classification by integrating topic-awareness into text 
graphs. Their methodology improves the propagation and classification accuracy 
by introducing topic nodes, which help to strengthen class-aware representation 
learning and mitigate heterophily caused by polysemous words. However, the 
study's reliance on controlled datasets for validation limits its assessment of real-
world applicability. In my opinion, while the proposed method innovatively 
addresses issues in text classification and shows promising results, further 
validation in more diverse and dynamic real-world settings is crucial to evaluate 
its practical effectiveness and readiness for deployment in varied applications. 

 
Peng and Huo [31]. developed a few-shot text classification method that 

enhances text classification by combining Wide and Deep Attention Bidirectional 
Long Short Time Memory (WDAB-LSTM) with a prototypical network. This 
method optimizes feature extraction by enhancing text preprocessing and 
employing a sophisticated model to manage distance measurements effectively. 
Despite its innovative approach, the model primarily tests on simulated 
environments, which may not adequately capture the challenges present in real-
world applications. From my perspective, while the method shows promise in 
improving classification accuracy, further validation in varied real-world scenarios 
is crucial to ensure its efficacy and adaptability across different text classification 
tasks. This validation is vital to moving from theoretical development to practical, 
deployable technology. 

 
Zhao et al [32]. developed a graph convolutional network based on multi-

head pooling (MP-GCN) for short text classification. This approach addresses the 
challenges of sparse features and limited training data typical in short text 
classification by using a novel pooling strategy that evaluates and selects 
important nodes without the need for pre-trained embeddings. While the model 
demonstrates enhanced classification performance across multiple benchmarks, 
its reliance on structural data and lack of pre-training may limit its applicability in 
diverse real-world scenarios. The model's innovative pooling mechanism 
represents a significant advancement in efficiently handling sparse text data. 
Further validation in varied applications and the incorporation of context-rich pre-
trained embeddings could broaden its practical utility, ensuring robustness and 
adaptability across different text classification tasks. 

 
Gong et al [33]. developed a Hierarchical Graph Transformer-Based Deep 

Learning Model for large-scale multi-label text classification. Their model 
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introduces a graph-based document modelling combined with a hierarchical 
transformer architecture, which significantly enhances feature extraction and 
classification accuracy by preserving the logical and hierarchical structure of text. 
Despite its advancements, the model's reliance on benchmark datasets may not 
entirely capture real-world complexities. Personally, I see the innovative 
combination of graph structures and transformer techniques as a promising step 
toward more nuanced text classification. However, broader validation across more 
diverse real-world datasets is crucial to ascertain its practical effectiveness and 
scalability, ensuring it can handle the nuanced demands of various applications. 

 
She et al [34]. have developed a joint learning model that integrates BERT, 

Graph Convolutional Network (GCN), and a multi-attention mechanism for event 
text classification and event assignment. Their approach effectively harnesses the 
strengths of each component to address the unique challenges of classifying and 
assigning event texts within the context of Chinese government hotlines. While 
their model demonstrates improvement over several baseline methods and offers 
a sophisticated technique for handling complex data structures, it primarily relies 
on controlled dataset evaluations. While their method is innovative and technically 
robust, broader and more diverse real-world testing is necessary to validate its 
effectiveness and ensure its adaptability to various practical scenarios beyond the 
initial governmental context. 

 
Kutbi [35] presented a preprocessing approach using Named Entity 

Recognition (NER) to enhance text classification while preserving privacy. By 
replacing named entities with their type categories in texts, this method improves 
classification accuracy and reduces feature dimensionality, without removing the 
entities or allowing them to become data noise. Although the technique shows an 
increase in classifier performance and privacy protection, it relies heavily on the 
accuracy of the NER system used, which may not consistently identify or categorize 
entities correctly in diverse datasets. This approach is innovative in integrating 
privacy considerations into text preprocessing, but its effectiveness across 
different languages and more informal text genres needs thorough evaluation to 
confirm its versatility and reliability in varied applications. 

 
Yan et al [36]. proposed a network-based Bag-of-Words (BoW) model that 

improves text classification by incorporating the structural and semantic 
relationships among words. Their model leverages network attributes to capture 
deeper contextual information, which allows for more effective differentiation of 
text meanings. While the model shows improved efficiency and performance over 
traditional methods, it heavily depends on the quality of network construction and 
the proper interpretation of complex network attributes. This approach 
significantly enriches text representation, but its practical application requires 
careful calibration and testing across varied datasets to fully validate its 
robustness and scalability in real-world scenarios. 

 
Thaminkaew et al [37]. presented a framework called PLAML for few-shot 

multi-label text classification that incorporates a novel approach using prompt-
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based label-aware techniques. This model improves classification performance by 
integrating discrete verbalizers and dynamic threshold mechanisms, addressing 
the complexities of multi-label classification with few data instances. While this 
approach demonstrates advancements over existing methods in handling sparse 
and multi-dimensional data, the reliance on simulated validation limits its tested 
efficacy in real-world scenarios. The innovative application of prompt-based 
techniques in multi-label settings shows considerable promise; however, extensive 
real-world testing and iterative refinement are essential to ensure its effectiveness 
and adaptability in practical deployments. 

 
Jun et al [38]. presented a novel text classification method that incorporates 

weighted negative supervision at the classifier layer to enhance rating 
classification accuracy. This technique modifies traditional classifier training by 
emphasizing the magnitude of differences between labels, thereby improving the 
model’s ability to distinguish between them more effectively. While the model 
achieves significant improvements across various datasets and in different 
languages, its primary limitation is its heavy reliance on theoretical enhancements 
without extensive real-world testing, which may not adequately represent real-
world complexities. The innovative approach requires extensive testing across 
varied real-world scenarios to validate its effectiveness and ensure practical 
applicability. 

 
Lan et al [39]. proposed a stacked residual recurrent neural network with 

cross-layer attention (SRCLA) designed to enhance text classification by leveraging 
deeper feature extraction and attention mechanisms. Their model, tested on 
various text classification tasks, shows superior performance, especially in 
capturing semantic nuances by effectively filtering and supervising lower-level 
features with higher-level outputs. However, the study's emphasis on benchmark 
datasets limits exposure to practical, diverse data scenarios. From my perspective, 
the methodology is robust and innovative, but real-world applications and further 
empirical testing are essential to validate its effectiveness across different 
operational environments, ensuring it can consistently perform well in practical 
deployments. 

 
Liu et al [40]. proposed a document-relational Graph Convolutional Network 

(GCN) model for text classification that enhances classification accuracy by 
incorporating document-document relationships through cumulative term 
frequency-inverse document frequency (TF-IDF) values. Their approach differs 
from traditional models that primarily utilize document-word relations, offering a 
more nuanced understanding of document interconnections. Although their model 
shows promise in improving classification accuracy across various datasets, it 
relies significantly on controlled data environments which may not fully capture 
real-world text complexities. The novel integration of document-document 
relations represents a promising advancement; however, further validation in 
diverse real-world scenarios and adjustments to the model to handle such 
complexities are necessary to make this approach more robust and widely 
applicable. 
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Fiok et al [41]. introduced a novel text classification method tailored for long 

texts using a Text Guide approach based on feature importance. This method 
selectively truncates texts to a predefined limit while maintaining significant 
information, showing effectiveness in handling long documents with recent 
language models like Longformer. However, the method's validation 
predominantly occurs through simulations that do not fully mimic the intricacies 
of real-world data. The Text Guide method demonstrates potential for improving 
long text classification with lower computational costs, but its practical 
effectiveness requires comprehensive testing across various real-world scenarios 
to confirm its adaptability and reliability in practical applications. 

 
L. Meng [42] developed a CNN-BiLSTM text classification algorithm to 

enhance information management in smart tourism, integrating Internet of Things 
(IoT) services. This model effectively categorizes sentiment in tourism reviews, 
improving the precision and reliability of data annotation. However, its evaluation 
primarily on controlled datasets may not fully illustrate its performance under 
real-world complexities. In my opinion, while the model demonstrates notable 
potential in refining smart tourism services through advanced text analysis, 
further validation in diverse and dynamic real-world settings is crucial to assess its 
true effectiveness and adaptability, ensuring it can reliably support the evolving 
needs of the tourism industry. 

 
Alshalif et al [43]. developed an Alternative Relative Discrimination Criterion 

(ARDC) feature ranking technique for text classification, aiming to enhance the 
accuracy of feature ranking by accounting for term frequency across categories. 
Their approach, compared with standard methods like Information Gain and 
Pearson Correlation Coefficient, shows superior performance in precision, recall, 
and accuracy across multiple datasets. However, the validation primarily relies on 
theoretical metrics without extensive real-world application testing, which could 
impact the generalizability of the results. The effectiveness and robustness of 
ARDC in improving feature ranking across diverse real-world scenarios need 
further testing to confirm its practical application and ability to meet deployment 
demands. 

 
J. Shi et al [44]. introduced two quantum-inspired deep neural networks for 

text classification, leveraging complex-valued word embeddings to enhance 
interpretability and performance. Their approach, rooted in quantum mechanics, 
offers a novel perspective on handling linguistic complexities. However, the 
practical applicability and scalability of these theoretical models in diverse real-
world scenarios remain largely untested. The effectiveness of this quantum-
inspired methodology outside of controlled experimental settings needs thorough 
validation to ensure its integration into everyday text processing tasks. 

 
Yao et al [45]. introduced a neural network-based model for multi-label text 

classification that leverages label co-occurrence to enhance performance. Their 
method represents each class as a column vector in a class embedding matrix, 
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innovatively linked to the label co-occurrence matrix to ensure classes with high 
co-occurrence are closely embedded. Despite the improvements in handling label 
correlations, the model primarily relies on public datasets for evaluation, which 
may not fully capture real-world complexities. In my opinion, while the approach 
significantly contributes to the accuracy of multi-label classification, its 
effectiveness needs to be further validated in diverse, real-world scenarios to 
confirm its adaptability and robustness across different applications. 

 
Steur and Schwenker [46]. presented a Capsule Network (CapsNet) model 

enhanced by routing-by-agreement for text classification, which optimizes the 
signal propagation through layers by focusing on highly agreed predictions. This 
innovative method leverages the expressiveness of distributed entity 
representations, aiming to improve the robustness and interpretability of neural 
network predictions. However, the adoption of CapsNets in practical applications 
is limited by the complexity of tuning and training such networks, as well as by 
their computational demands. In my opinion, while CapsNets present a promising 
avenue for advancing text classification, their practical deployment requires 
further simplification and optimization to accommodate real-world computational 
constraints and data variability. 

 
Alemayehu and Fang [47] proposed a submodular optimization framework 

to address imbalances in text classification datasets using data augmentation. This 
innovative framework selects synthesized items that maximize both the likelihood 
of correctly representing their labels and the diversity among the items. Although 
their method shows improvements in classifier performance on real-world 
datasets, its primary limitation is the potential overfitting due to high diversity in 
the selected items. In my opinion, while the approach significantly enhances model 
training with imbalanced data, additional research is needed to optimize the 
balance between diversity and accuracy, ensuring the practical effectiveness of the 
augmentation in various real-world applications. 

 
Ameer et al [48]. developed a framework for multi-label emotion 

classification on code-mixed text data, utilizing a comprehensive dataset that 
includes English and Roman Urdu. Their method leverages state-of-the-art 
machine learning techniques to accurately identify multiple emotions from text, 
significantly enhancing the understanding of mixed-language content. Despite 
these advances, the study's reliance on a specifically tailored dataset may not 
universally represent all types of code-mixed text, potentially limiting its broader 
applicability. The research offers valuable insights into multi-label emotion 
classification in a bilingual context, highlighting the importance of further 
exploration and validation across diverse code-mixed datasets to confirm the 
model's effectiveness and adaptability in various linguistic environments. 

 
Hao et al [49]. introduced a joint representation approach for short text 

classification using compositional loss. This model incorporates label embeddings 
and a novel loss function that balances cross-entropy and triplet loss to better 
classify texts by exploiting the similarity between text representations and label 
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embeddings. This method shows enhanced performance on ambiguous texts by 
making the text representation both close to its corresponding label and distant 
from other labels. However, the complexity of implementing this new loss function 
and the dependency on the precision of label embeddings might limit its 
application. Personally, while I find the approach promising for increasing 
classification accuracy, especially in scenarios involving ambiguous texts, the 
practical deployment requires rigorous testing and optimization to ensure it 
performs well across diverse real-world datasets. 

 
D. Comparison 

 
Ref. Model/Tech Used Dataset Used Limitations Key Results 

[20] Self-Interaction 
Attention with BERT 

Not specified Lack of real-world 
application testing 

Improved 
classification 
accuracy 

[21] Gated Graph Neural 
Network with Attention 

Multiple datasets Mainly theoretical 
simulations 

Improved 
accuracy across 
datasets 

[22] Time Correlation 
Principle with Rough 
Set Theory 

Not specified Theoretical 
simulations and 
controlled datasets 

Enhanced feature 
classification 

[23] Active and transfer 
learning techniques 

Multiple datasets Theoretical 
simulations and 
controlled data 

Significantly 
outperforms 
traditional 
methods 

[24] Genetic Algorithm with 
SVM 

Natural scene 
images 

Limited real-world 
dataset validation 

Notable 
improvements in 
classification 
accuracy 

[25] Text mining on Weibo 
text and short-answer 
questions 

Controlled 
datasets 

Simulated scenarios Enhanced 
predictive 
accuracy for 
personality traits 

[26] Chaotic Neural 
Oscillatory LSTM 

Multiple datasets Reliance on 
simulation data 

Improvements in 
accuracy and 
efficiency 

[27] Virtual adversarial 
training 

Various datasets Theoretical 
simulations without 
extensive real-world 
testing 

Higher robustness 
against adversarial 
attacks 

[28] Single-layer Multisize 
Filters CNN 

Diverse datasets Grounded in 
simulations and 
controlled datasets 

Enhanced 
classification 
accuracy and 
efficiency 

[29] Multi-Grained Pre-
Trained Language 
Model 

Experimental 
data 

Controlled 
experimental data 

Superior 
performance in 
specific text 
classification 

[30] Graph Neural Networks 
with Multi-Granular 
Topic-Aware Graph 

Controlled 
datasets 

Limited real-world 
validation 

Improved text 
classification 
accuracy 

[31] WDAB-LSTM with 
prototypical network 

Simulated 
environments 

Not adequately 
testing in real-world 
applications 

Improved feature 
extraction and 
classification 
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[32] Multi-head pooling 
Graph Convolutional 
Network 

Multiple 
benchmarks 

Lack of pre-trained 
embeddings and 
reliance on structural 
data 

Enhanced 
performance in 
short text 
classification 

[33] Hierarchical Graph 
Transformer 

Benchmark 
datasets 

Limited exposure to 
real-world 
complexities 

Improved feature 
extraction and 
classification 

[34] BERT with GCN and 
multi-attention 
mechanism 

Controlled 
datasets 

Primarily relies on 
controlled 
evaluations 

Improved 
classification and 
event assignment 

[35] Named Entity 
Recognition for text 
preprocessing 

Not specified Reliance on NER 
system accuracy 

Improved 
classification 
accuracy and 
privacy protection 

[36] Network-based Bag-of-
Words model 

Not specified Quality of network 
construction 

More effective 
differentiation of 
text meanings 

[37] PLAML framework for 
few-shot multi-label 
classification 

Simulated 
validation 

Limited tested 
efficacy in real-world 
scenarios 

Improved 
performance with 
sparse data 

[38] Weighted negative 
supervision method 

Various datasets Theoretical 
enhancements 
without extensive 
real-world testing 

Enhanced rating 
classification 
accuracy 

[39] Stacked residual 
recurrent network with 
cross-layer attention 

Various tasks Emphasis on 
benchmark datasets 

Superior 
performance in 
semantic nuances 
capture 

[40] Document-relational 
Graph Convolutional 
Network 

Various datasets Controlled data 
environments 

Improved 
classification 
accuracy 

[41] Text Guide method for 
long texts 

Simulations Simulations do not 
mimic real-world 
data 

Effective handling 
of long documents 

[42] CNN-BiLSTM for smart 
tourism 

Controlled 
datasets 

Evaluation may not 
reflect real-world 
performance 

Improved 
sentiment 
categorization in 
tourism reviews 

[43] Alternative Relative 
Discrimination 
Criterion for feature 
ranking 

Multiple datasets Theoretical metrics 
without real-world 
testing 

Superior 
performance in 
precision, recall, 
and accuracy 

[44] Quantum-inspired deep 
neural networks 

Not specified Limited testing in 
diverse real-world 
scenarios 

Enhanced 
interpretability 
and performance 

[45] Neural network model 
for multi-label text 
classification 

Public datasets May not fully capture 
real-world 
complexities 

Improved 
handling of label 
correlations 

[46] Capsule Network model Not specified Complexity of tuning 
and training 

Improved 
robustness and 
interpretability of 
predictions 

[47] Submodular 
optimization 
framework for data 
augmentation 

Real-world 
datasets 

Potential overfitting 
due to high diversity 

Enhanced model 
training with 
imbalanced data 
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[48] Multi-label emotion 
classification for code-
mixed text 

English and 
Roman Urdu 

Limited 
representativeness of 
the dataset 

Accurate 
identification of 
multiple emotions 

[49] Joint representation 
approach for short text 
classification 

Not specified Complexity and 
dependency on label 
embeddings precision 

Enhanced 
performance on 
ambiguous texts 

 
 
E. Discussion 

This review underscores the significant advancements in text classification 
driven by machine learning and data mining algorithms, revealing an evolution 
from traditional classifiers to sophisticated neural architectures integrated with 
NLP techniques. Despite these technological strides, challenges such as high-
dimensional data management, dataset imbalance, and ethical concerns like bias 
and privacy remain prevalent. Addressing these requires enhanced dataset 
diversity to better capture real-world complexities, the incorporation of cross-
disciplinary approaches for more nuanced models, and the development of 
frameworks to mitigate biases and ensure transparency. Future research should 
also explore unsupervised learning to leverage the abundance of unlabelled data 
and investigate emerging technologies like quantum computing to revolutionize 
classification strategies. By focusing on these areas, the next generation of text 
classification models can achieve greater accuracy, efficiency, and ethical 
compliance, significantly impacting various sectors and enriching societal well-
being. 
 
F. Recommendations 

To enhance the practical applicability and robustness of text classification 
models, it is crucial to prioritize real-world testing and diversification of datasets. 
Many of the reviewed studies, while innovative in theoretical development and 
simulation environments, exhibit limitations in their testing scenarios, which do 
not fully encapsulate real-world complexities. To bridge this gap, future research 
should focus on extensive validation across diverse, natural datasets to confirm the 
effectiveness of these models under varied conditions typical of practical 
deployments. Additionally, integrating multimodal data sources could provide a 
more holistic view of text classification challenges and potential solutions.For 
models heavily reliant on theoretical enhancements, such as those using quantum-
inspired networks or complex neural architectures like Capsule Networks, 
simplification and optimization for real-world computational demands are 
essential. This approach would not only make these models more accessible but 
also increase their adaptability across different operational 
environments.Furthermore, to address the issue of data sparsity and improve the 
robustness of models against adversarial attacks, the development of novel 
techniques that incorporate unsupervised or semi-supervised learning should be 
explored. These techniques can leverage unlabeled data, which is abundant and 
often underutilized, to enhance learning efficiency and model 
generalization.Finally, the field would benefit from a closer collaboration between 
academia and industry to ensure that the models developed are not only 
theoretically sound but also practically viable. This partnership could lead to the 
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creation of standardized benchmarks that more accurately reflect real-world 
applications, facilitating the transition of text classification models from research 
prototypes to practical tools. 

 
G. Conclusion 

In conclusion, this review has charted the evolution of text classification 
within machine learning (ML) and data mining (DM), from basic classifiers like 
Bayesian methods and SVMs to advanced techniques such as CNNs and RNNs, 
enriched by Natural Language Processing (NLP). Despite considerable progress, 
challenges remain in handling high-dimensional data, dataset imbalance, and 
ethical concerns such as bias and privacy. Future research should enhance model 
robustness, expand unsupervised learning applications, and ensure ethical 
compliance. The collaboration between academia and industry is crucial to 
translate theoretical advancements into practical applications, optimizing text 
classification tools for broader societal benefits. 
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