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Intrusion Detection Systems (IDS) are crucial for protecting network 
infrastructures from advanced cyber threats. Traditional IDS, largely reliant 
on static signature detection, fail to effectively counter novel cyber attacks, 
leading to high false positive rates and missed zero-day exploits. This study 
investigates the integration of deep learning technologies into IDS to 
enhance their detection capabilities. By employing advanced deep learning 
frameworks, including Convolutional Neural Networks (CNNs) and 
Recurrent Neural Networks (RNNs) and other algorithms , the research 
explores their efficacy in identifying complex data patterns and anomalies. 
Furthermore, the use of big data analytics is assessed for its potential to 
significantly augment the predictive power of these systems, aiming to set 
new benchmarks in cybersecurity defenses tailored for contemporary 
threats. 
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A. Introduction 

Intrusion Detection Systems (IDS) play a crucial role in safeguarding 
network infrastructures against evolving cyber threats. Traditional IDS, 
primarily based on static, signature-based detection methods, are increasingly 
inadequate due to their inability to cope with the sophistication of new and 
evolving threats. These systems often suffer from high false positive rates and 
struggle with the detection of zero-day exploits, highlighting a significant gap in 
current network security measures [1], [2].To bridge this gap, there is a growing 
shift towards incorporating advanced deep learning techniques into IDS. Deep 
learning offers potent capabilities for automatically detecting complex patterns 
and anomalies in data, significantly enhancing both the accuracy and adaptability 
of IDS. Techniques such as Convolutional Neural Networks (CNNs) and 
Recurrent Neural Networks (RNNs) are particularly effective, utilizing large 
datasets to improve detection mechanisms dynamically [3], [4]. Furthermore, the 
integration of big data analytics enables these systems to process and analyze 
vast amounts of network data, thereby significantly boosting the predictive 
capabilities of IDS [5], [6]. 

This paper will delve into various deep learning frameworks and their 
implementations within IDS, aiming to advance the capabilities of traditional 
systems and set new benchmarks for cybersecurity defenses capable of 
confronting the complexities of modern cyber threats. 

The paper is organized as follows: Section II discusses the various Deep 
Learning Architectures for IDS, enhancing traditional systems with advanced 
techniques like CNNs and RNNs. Section III delves into Convolutional Neural 
Networks in Feature Analysis for IDS, highlighting their role in intricate feature 
extraction. Section IV explores Recurrent Neural Networks for Temporal Data 
Processing in IDS, essential for analyzing sequential data. Section V examines 
Autoencoders for Anomaly Detection in IDS, focusing on their use in 
unsupervised learning scenarios. Section VI addresses Deep Reinforcement 
Learning for Adaptive IDS, demonstrating its application in dynamic 
environments. Section VII investigates Generative Adversarial Networks for IDS 
Enhancement, showcasing their ability to generate synthetic data for training. 
Section VIII provides a comprehensive Literature Review, outlining related 
works and previous research. Section IX presents a Summary Table that 
encapsulates methodologies, advantages, disadvantages, and key results. Section 
X offers a detailed Discussion on the implications and effectiveness of integrating 
deep learning into IDS. The paper concludes with Section XI, summarizing the 
findings and proposing future research directions in the field of IDS enhanced by 
deep learning technologies. 

 
B. Deep Learning Architectures for IDS 

   Deep learning architectures significantly enhance the capabilities of 
Intrusion Detection Systems (IDS), adapting dynamically to the evolving 
landscape of cybersecurity threats. Techniques like Convolutional Neural 
Networks (CNNs) and Recurrent Neural Networks (RNNs) effectively process 
diverse and complex data streams, crucial for detecting sophisticated cyber 
threats [1]. Additionally, autoencoders play a pivotal role in reducing data 
dimensionality and identifying anomalous patterns, thus strengthening IDS 
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frameworks against advanced persistent threats [4]. The adaptability of these 
systems is further exemplified in their application across varied environments, 
from conventional network settings to fog computing, showcasing their 
versatility and scalability in real-world [5], [6]. As cyber threats evolve, the 
integration of advanced deep learning techniques becomes essential, offering 
robust, real-time detection and ensuring continuous system adaptation to new 
and emerging threats [2], [3]. 

 
Figure 1. Framework of Implementing deep-learning in Intrusion Detection 

System[7] 
 

2.1 Convolutional Neural Networks (CNNs) in Feature Analysis for IDS 
Convolutional Neural Networks (CNNs) are increasingly applied in 

Intrusion Detection Systems (IDS) to analyze and detect cybersecurity threats 
effectively. These networks excel in extracting intricate features from network 
traffic data without the need for manual feature engineering. For instance, [8] 
demonstrated how CNNs could classify and predict various types of network 
attacks by training on traffic datasets, emphasizing the network's ability to learn 
from data complexity [8]. Similarly, [9] explored CNNs' capability to discern 
patterns that signify malicious activities, highlighting the adaptability of CNNs to 
evolving security datasets [9]. [10] presented a comparative analysis showing 
CNNs' superior performance in feature extraction and classification tasks over 
traditional machine learning approaches [10]. [11] outlined a novel approach 
using Siamese CNNs to enhance feature extraction processes, thereby improving 
detection accuracies in IDS systems [11]. Lastly, [12] discussed the integration of 
CNNs into IDS frameworks to process large-scale data, ensuring efficient and 
real-time intrusion detection [12]. These advancements illustrate CNNs' critical 
role in developing robust and intelligent IDS solutions capable of addressing the 
complexities of modern cybersecurity threats. 

 
2.2 Recurrent Neural Networks (RNNs) for Temporal Data Processing in 

IDS 
Recurrent Neural Networks (RNNs), particularly Long Short-Term 

Memory (LSTM) and Gated Recurrent Units (GRU), are essential for temporal data 
processing in Intrusion Detection Systems (IDS). These models excel in handling 
sequential data, crucial for recognizing patterns in network traffic and detecting 
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anomalies over time. [13] emphasize the effectiveness of RNNs in identifying 
complex, time-dependent intrusion patterns due to their ability to retain 
information across time steps. [14], [15] further highlight how LSTM models, by 
overcoming issues of vanishing gradients, provide robust performance 
enhancements in sequential pattern recognition tasks. [16] discusses the 
application of bidirectional LSTM architectures that effectively capture dynamic 
features in network flows, enhancing the detection capabilities of IDS 
frameworks. Finally, [17] integrates these concepts within hybrid models, 
combining convolutional neural networks with RNNs to optimize feature 
extraction and temporal analysis, leading to improved IDS accuracy and response 
times. 

 
2.3 Autoencoders for Anomaly Detection in IDS 

Autoencoders are pivotal in IDS for anomaly detection, using their ability 
to compress and reconstruct network traffic data to identify deviations from 
expected patterns. Particularly effective in unsupervised scenarios due to their 
capability to learn from unlabelled data, autoencoders distinguish between 
normal and anomalous traffic based on reconstruction errors. This is underscored 
by [18], who highlights the use of deep autoencoders in industrial networks, 
demonstrating significant detection capabilities with minimal false positives . 
Additionally, [19] discusses their application in IoT, adapting dynamically to 
diverse network behaviors, which is crucial for robust security frameworks . [20] 
further illustrate their effectiveness in transfer learning, enhancing anomaly 
detection across different IoT environments . Similarly, [21] show their 
application in SDN environments, where they dynamically update to detect new 
network anomalies efficiently . 

 
2.4 Deep Reinforcement Learning (DRL) for Adaptive IDS 

Deep Reinforcement Learning (DRL) is increasingly pivotal in enhancing 
Intrusion Detection Systems (IDS) across various networks. [22] emphasize its 
value in anomaly detection within voluminous, unlabeled datasets typical of 
cloud and IoT environments . [23] illustrate DRL's effectiveness in managing 
real-time data and security in industrial blockchain networks . Additionally, [24] 
highlight its capability to refine decision-making in network security, thereby 
boosting IDS reliability. [25] [26] both demonstrate DRL's ability to adapt and 
learn from dynamic environments, significantly reducing false positives and 
enhancing threat detection accuracy. 

 
2.5 Generative Adversarial Networks (GANs) for IDS Enhancement 

Generative Adversarial Networks (GANs) significantly enhance intrusion 
detection systems (IDS) by generating synthetic data that closely simulates real 
network traffic, including sophisticated cyber threats. This capability allows IDS 
models to improve their detection mechanisms against novel and evolving 
threats. [27] emphasized how GANs can effectively address data imbalances in 
IDS, thereby improving the detection accuracy by training the system with 
balanced data representing both common and rare attack scenarios. [28] 
introduced a method using GANs to perform adversarial attacks, which in turn 
tests and strengthens IDS against such sophisticated manipulations. [29] 
discussed the integration of GANs in producing synthetic samples to augment 
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training datasets, particularly for emerging technologies within cyber-physical 
systems, thereby stabilizing the IDS performance during training phases. 
Additionally, [30] explored the real-time detection capabilities of GANs in 
network IDS, further advancing the practical applications of this technology in 
operational environments. 

 
C. Related Works (Literature Review) 

Choi et.al.(2019)[31] developed an unsupervised learning approach for 
network intrusion detection using autoencoders, showcasing its application on 
the NSL-KDD dataset. Their study emphasizes the advantages of using 
unsupervised learning methods, which are particularly useful when labeled data 
is scarce or expensive to obtain. The proposed model achieved an accuracy of 
91.70%, significantly improving upon traditional cluster analysis methods which 
usually achieve around 80% accuracy. This demonstrates the potential of 
autoencoders in enhancing intrusion detection systems without relying on 
labeled data. 

 
Otoum et.al.(2019)[32] introduced a novel deep learning-based Intrusion 

Detection System tailored for IoT environments. Employing advanced algorithms 
like Spider Monkey Optimization for feature selection and a Stacked Deep 
Polynomial Network for anomaly classification, their approach effectively 
addresses IoT's unique security challenges with remarkable accuracy and 
computational efficiency. 

 
Li et.al.(2019)[33] presented a multi-CNN fusion approach for intrusion 

detection within Industrial IoT networks, showcasing its effectiveness in 
complex and varying intrusion scenarios. By converting one-dimensional feature 
data into a grayscale graph, their model demonstrates superior performance in 
binary and multiclass classification tasks on the NSL-KDD dataset. 

 
Zhang et.al.(2020)[34] proposed a network intrusion detection method 

that leverages the strengths of deep learning through the integration of Auto-
Encoders (AN) and Long Short-Term Memory (LSTM) networks. This 
combination aims to map high-dimensional data to a lower-dimensional space 
and accurately predict intrusion types, showcasing improved detection across 
various attacks. 

 
Wu et.al.(2020)[35] introduced an innovative network intrusion detection 

approach leveraging semantic re-encoding combined with deep learning, 
specifically employing ResNet architectures. This method significantly enhances 
the classification accuracy and robustness by deeply understanding the 
semantics of network traffic, demonstrating a substantial improvement over 
traditional and some deep learning models. 

 
Su et.al.(2020)[36] developed the BAT-MC model, a deep learning-based 

intrusion detection system utilizing BLSTM (Bidirectional Long Short-term 
Memory) and an attention mechanism. This model automatically extracts key 
features from network traffic, demonstrating superior classification accuracy on 
the NSL-KDD dataset without relying on manual feature engineering. 
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Hsu et.al.(2020)[37] explored the application of Deep Reinforcement 
Learning (DRL) for cloud-based intrusion detection, as presented at the 9th 
International Conference on Cloud Networking (CloudNet). The research 
demonstrates how DRL can be effectively utilized to enhance the security of 
cloud services. Using the CloudNetSim++ dataset, the study emphasizes DRL's 
capability to dynamically adapt and optimize detection strategies in real-time, 
achieving an impressive accuracy of 97.2%. This highlights the potential of DRL 
to improve detection rates and response times in cloud environments, 
showcasing its value in complex and evolving security landscapes. 

 
Shahriar et al. (2020) [38] introduce a Generative Adversarial Network 

(GAN)-based Intrusion Detection System (G-IDS) for cyber-physical systems, 
enhancing detection by generating synthetic data to train on imbalanced 
datasets. Their approach demonstrates improved accuracy and model stability, 
validating the efficacy of GANs in security applications. 

 
Shende et.al.(2020)[39] investigated the application of Long Short-Term 

Memory (LSTM) deep learning techniques for intrusion detection in network 
security. Their research, focused on anomaly detection, utilizes the NSL-KDD 
dataset for training and testing, demonstrating the effectiveness of LSTM in 
classifying both binary and multiclass network intrusions. 

 
Nayyar et.al.(2020)[40] explored the efficacy of LSTM-based models in 

network intrusion detection, demonstrating the model's ability to identify DDoS 
attacks among others. Utilizing the CICIDS2017 dataset, their approach shows 
significant promise in distinguishing between benign and malicious network 
traffic with a high degree of accuracy. 

 
Mighan et.al.(2020)[41] proposed a scalable deep learning-based intrusion 

detection system utilizing Apache Spark for efficient big data processing. Their 
hybrid approach combines stacked autoencoders for feature extraction with 
SVM, decision trees, and other classifiers for intrusion detection, demonstrating 
notable efficiency and accuracy on the UNB ISCX 2012 dataset. 

 
Kim et.al.(2020)[42] proposed AI-IDS, a deep learning model for real-time 

web intrusion detection, employing a CNN-LSTM architecture. This model 
efficiently processes HTTP traffic to distinguish between benign and malicious 
activities, showcasing the potential of deep learning in enhancing cybersecurity 
measures in real-time applications. 

 
Kasongo et.al.(2020)[43] developed a model for network intrusion 

detection that combines deep learning with feature selection techniques. Their 
method showcases the effectiveness of combining wrapper-based feature 
selection with deep neural networks to enhance detection capabilities in both 
wired and wireless network environments, marking a significant advancement in 
intrusion detection systems. 

Hossain et.al.(2020)[44] proposed an LSTM-based IDS for in-vehicle CAN 
bus communications, achieving remarkable detection accuracies for various 
attacks. By optimizing neural network parameters and employing techniques 
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like gradient descent, they demonstrate the model's efficacy in identifying 
malicious activities with minimal false positives and negatives. 

 
Dey et.al.(2020)[45] enhanced intrusion detection with an innovative 

attention-based CNN-LSTM model, showcasing its capability on the IDS 2018 
dataset. This method marks a significant step forward in detecting network 
intrusions, utilizing the strengths of both CNN and LSTM architectures, 
augmented by attention mechanisms for refined analysis. 

 
Chen et.al.(2020)[46] addressed the limitations of traditional machine 

learning methods in network intrusion detection by employing deep learning 
technologies. Their research signifies a shift towards utilizing deep learning for 
its ability to autonomously extract and learn features from network traffic, 
offering a more dynamic and effective detection mechanism. 

 
Muhammad et al. (2020)[47] proposed a deep learning-based intrusion 

detection system utilizing stacked autoencoders and deep neural networks, 
tailored to detect financial fraudulent activities. This approach significantly 
reduces false positives and enhances detection capabilities across various 
datasets including KDDCup99, NSL-KDD, and AWID, achieving high classification 
accuracies. 

 
Basnet et.al.(2020)[48] innovated in electric vehicle charging station 

(EVCS) security with a deep learning-based IDS to detect DoS attacks. 
Implementing DNN and LSTM models, they achieve over 99% detection 
accuracy, showcasing LSTM's superiority in precision and recall, thereby 
enhancing cybersecurity in the smart grid ecosystem. 

 
Tang et al. (2020)[49] presented DeepIDS, an intrusion detection system 

that combines deep neural networks (DNNs) and gated recurrent unit recurrent 
neural networks (GRU-RNNs) to secure software-defined networks. This 
approach significantly reduces false positives and enhances detection accuracy 
to 80.7% (DNN) and 90% (GRU-RNN) across NSL-KDD datasets, efficiently 
identifying various attack types. 

 
Louati et.al.(2020)[50] designed a deep learning-based multi-agent 

intrusion detection system combining autoencoders, MLP, and K-NN. The system 
aims to improve detection accuracy and speed using the KDD 99 dataset, 
showcasing a model that surpasses traditional methods by integrating deep 
learning with a multi-agent approach. 

 
Ahmad et.al.(2020)[51] proposed a deep neural network-based Intrusion 

Detection System (IDS) aimed at improving network security by efficiently 
monitoring and classifying network traffic into authentic and malicious. Utilizing 
deep learning, their model demonstrates high accuracy in segregating malicious 
traffic, underscoring the advancement in IDS technology through deep learning. 

 
Abdullateef et.al.(2020)[52] proposed a hybrid Intrusion Detection System 

utilizing Recurrent Neural Network (RNN) and Crow Swarm Optimization (CSO) 
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for feature reduction on the KDD 99 dataset, achieving a high accuracy of 98.34% 
with reduced feature set, demonstrating the efficiency of combining deep 
learning with optimization techniques. 

 
Ashiku et.al.(2021)[53] explored deep learning (DL) for network intrusion 

detection, emphasizing DL's flexibility and learning capabilities in detecting 
known and zero-day network behavioral features. The UNSW-NB15 dataset, 
reflecting modern network communications with synthetic attack activities, is 
used to validate their model's effectiveness. 

 
Hu et.al.(2021)[54] designed and implemented a WiFi sensing system for 

intrusion detection using Channel State Information (CSI) at the physical layer. 
They utilized path decomposition algorithms and Convolutional Neural 
Networks (CNN) to enhance sensitivity to passive intrusion detection, especially 
for non-line-of-sight (NLOS) motion. This system showcased the effective 
application of deep learning techniques in network security, achieving high 
detection accuracy in various experimental scenarios. 

 
Jithu P et.al.(2021)[55] focused on leveraging Deep Neural Networks 

(DNN) to develop an Intrusion Detection System for IoT Botnet Attacks. Utilizing 
the Bot-IoT dataset created in a realistic network environment, their study 
reveals DNN's capability to significantly outperform existing systems in detecting 
IoT botnet attacks, offering a promising solution to the growing concern of IoT 
security vulnerabilities. 

 
Laghrissi et.al.(2021)[56] investigated the implementation of deep learning 

models for intrusion detection, specifically focusing on Long Short-Term Memory 
(LSTM) networks enhanced with Principal Component Analysis (PCA) and 
Mutual Information (MI) for dimensionality reduction. Their methodology aims 
to optimize the detection of network intrusions by reducing feature 
dimensionality while maintaining high accuracy levels. 

 
Liu et.al.(2021)[57] proposed a hybrid Intrusion Detection System 

employing scalable K-means+ Random Forest and Deep Learning on the NSL-
KDD and CIC-IDS2017 datasets. Their approach combines the strengths of 
machine learning for initial classification with deep learning for detailed analysis 
of detected anomalies. 

 
Qaddoura et.al.(2021)[58] introduced a multi-layer classification approach 

for intrusion detection in IoT networks, leveraging deep learning techniques. By 
implementing a novel architecture that combines initial intrusion detection with 
subsequent classification of intrusion types, and incorporating an oversampling 
technique, they aim to enhance the accuracy and comprehensiveness of intrusion 
detection. 

 
Ullah et.al. (2021)[59] developed a deep learning-based anomaly detection 

model for IoT networks, using convolutional neural networks (CNN) in 
dimensions 1D, 2D, and 3D. Their approach leverages transfer learning for both 
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binary and multiclass classification, validated on datasets including BoT-IoT and 
IoT-23 among others. 

 
Wang et.al.(2021)[60] explored the enhancement of intrusion detection 

systems using a combination of deep learning models SDAE-ELM and DBN-
Softmax. Their research focuses on the effective detection of various attack types 
across multiple datasets, demonstrating the potential of deep learning in 
improving intrusion detection accuracy. 

 
Halbouni et.al.(2022)[61] developed a CNN-LSTM hybrid deep neural 

network aimed at network intrusion detection, demonstrating significant 
advancements in accuracy and detection rates across multiple datasets including 
CIC-IDS 2017, UNSW-NB15, and WSN-DS. 

 
D. Related Work Summary Table: 

 
Tabel 1. Section-by-Section Summary of implementing DL in IDS 

No Author(s) Dataset Methodology Pros Cons Accuracy 
1 Choi et. 

al. 
(2019)[31] 

NSL-KDD Autoencoder High 
accuracy 
(91.70%) 
using 
unsupervise
d learning, 
useful when 
labeled data 
is scarce. 

May struggle 
with complex 
or noisy data 
compared to 
supervised 
methods. 

91.70%  

2 Otoum et.al. 
(2019) [32] 

NSL-KDD Stacked Deep 
Polynomial 
Network 
(SDPN) 

High 
accuracy in 
IoT security 

Computation
al demands 

99.02% 

3 Li et.al. 
(2019) [33] 

NSL-KDD Multi-CNN 
fusion 
approach 

High 
accuracy 
and low 
complexity 

Model 
adaptation 
challenges 

86.95% for 
binary,81.3
3% for 
multiclass 
classificatio
n 

4 Zhang et.al. 
(2020) [34] 

KDD Cup 
99 

Auto-
Encoders and 
LSTM 
networks 

Improved 
detection 
accuracy 

Dependency 
on outdated 
dataset 

5 kind 
attacks 
behaviour : 
97.6%, 
96.8%, 
95.3%, 
94.8% and 
94.7%  

5 Wu et.al. 
(2020) [35] 

Hduxss_da
ta1.0, NSL-
KDD 

Semantic re-
encoding and 
ResNet 

Superior 
classificatio
n accuracy 

Potential 
implementati
on challenges 

97%, 
97.35%, 
97.5% for 
ResNet 
models 

6 Su et.al. 
(2020) [36] 

NSL-KDD BLSTM with 
an attention 
mechanism 

High 
accuracy in 
detection 

Complexity 
and 
computationa
l demands 

84.25% 

7 Hsu et.al. 
(2020)[37] 

UNSW-
NB15 

Deep 
Reinforcemen

High 
adaptability 

DRL can be 
computationa

97.2% 
accuracy 
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t Learning 
(DRL) 

to dynamic 
threat 
environmen
ts, utilizing 
reinforceme
nt learning 
to optimize 
detection 
strategies. 

lly intensive 
and require 
substantial 
training data 
to effectively 
learn and 
make 
decisions. 

8 Shahriar et 
al. (2020) 
38] 

NSL KDD-
99 

Generative 
Adversarial 
Networks 
(GAN) 

Enhances 
attack 
detection 
and model 
stability by 
generating 
synthetic 
data to 
address 
data 
imbalance 
and missing 
samples. 

Complexity of 
GAN models 
may 
introduce 
computationa
l challenges 
and the 
potential 
generation of 
misleading 
synthetic 
data. 

91.70% ac 

9 Shende et.al. 
(2020)[39] 

NSL-KDD LSTM for 
binary and 
multiclass 
classification 

High 
accuracy in 
network 
intrusion 
identificatio
n 

Focus on 
specific 
dataset limits 
generalizabili
ty 

99.2% for 
binary, 
96.9% for 
multiclass 
classificatio
n 

10 Nayyar et.al. 
(2020)[40] 

CICIDS201
7 

LSTM-based 
machine 
learning 
model for 
anomaly 
detection 

High 
detection 
accuracy 

Focus on 
DDoS attacks 

96% 

11 Mighan et.al. 
(2020)[41] 

UNB ISCX 
2012 

Hybrid model 
with stacked 
autoencoders 
and various 
classifiers 

Efficient 
processing 
of large 
datasets 

High model 
complexity 

99.49% 

12 Kim et.al. 
(2020)[42] 

CSIC-2010, 
CICIDS201
7 

CNN-LSTM for 
real-time 
HTTP traffic 
analysis 

Efficient 
real-time 
detection 

Computation
al demands 

91.54%, 
93% 

13 Kasongo 
et.al. 
(2020)[43] 

UNSW-
NB15, 
AWID 

Deep FFDNN 
with wrapper-
based feature 
selection 

Enhanced 
detection 
capabilities 

Complex 
feature 
selection 

99.67% 
(AWID) 

14 Hossain et.al. 
(2020)[44] 

NAIST 
CAN, 
Automobil
e IDS 

LSTM 
optimized for 
CAN bus 
attack 
detection 

High 
accuracy 
with 
minimal 
false rates 

Real-time 
dataset 
performance 
unknown 

99.995% 
(binary), 
near 100% 
(multiclass) 

15 Dey et.al. 
(2020)[45] 

IDS 2018 Attention-
based CNN-
LSTM 
 
 

Combines 
CNN and 
LSTM 
strengths 

Complexity 
and resource 
demands 

99.98% 

16 Chen et.al. 
(2020)[46] 

CICIDS201
7, 

Transition to 
deep learning 

Automatic 
feature 

Complexity 
and 

99.56%, 
99.07% 
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USTC-TFC 
2016 

for IDS extraction overfitting 
issues 

17 Muhammad 
et al. 
(2020)[47] 

KDDCup99
, NSL-KDD, 
AWID 

Stacked 
autoencoders, 
DNNs 

High 
accuracy, 
versatile 

High 
complexity, 
overfitting 
risk 

94.2% 
KDDCup99, 
99.7% NSL-
KDD, 99.9% 
AWID 

18 Basnet et.al. 
(2020)[48] 

CICIDS 
2018 

DNN and 
LSTM for DoS 
attack 
detection 

High 
accuracy in 
smart grid 
security 

Limited to 
DoS attacks 

More than 
99% 

19 Tang et al. 
(2020)[49] 

NSL-KDD DNN & GRU-
RNN 

Flow-based 
intrusion 
detection 
for SDNs 

Original 
structural 
vulnerabilitie
s remain 

80.7% 
(DNN), 90% 
(GRU-RNN) 
accuracy 

20 Louati 
et.al.(2020)[
50] 

KDD 99 Multi-agent 
system with 
autoencoders, 
MLP, and K-
NN 

High 
accuracy, 
reduced 
detection 
time 

Complex 
implementati
on, 
computationa
lly intensive 

99.8% 
classificatio
n accuracy 

21 Ahmad et.al. 
(2020)[51] 

KDD99 DNN for 
network 
traffic 
classification 

High 
accuracy in 
malicious 
traffic 
detection 

Overfitting 
and 
optimization 
needs 

Up to 
99.78% 

22 Abdullateef 
et.al. 
(2020)[52] 

KDD 99 Utilizes RNN 
with CSO for 
feature 
reduction 

High 
accuracy 
with 
reduced 
features 

Use of 
outdated 
dataset 

98.34% 
accuracy 

23 Ashiku et.al. 
(2021)[53] 

UNSW-
NB15 

Deep learning 
model 
incorporating 
CNN 

Significant 
performanc
e 
improveme
nts 

Room for 
improvement 
in feature 
reduction 

95.4% & 
95.6% 
accuracy 

24 Hu et.al. 
(2021)[54] 

Custom 
(WiFi CSI) 

Path 
decompositio
n algorithms 
and CNN for 
analyzing CSI 
data 

High 
sensitivity 
to human 
motion 

Reliance on 
CSI data 

98.69% & 
98.91% 
accuracy 

25 Jithu P et.al. 
(2021)[55] 

Bot-IoT Development 
of a DNN for 
IoT botnet 
attack 
detection 

Efficacy of 
DNN in 
identifying 
IoT botnet 
attacks 

Scalability 
and real-time 
application 
concerns 

94% 

26 Laghrissi 
et.al. 
(2021)[56] 

KDD99 LSTM 
networks 
enhanced 
with PCA and 
MI 

Effective 
dimensional
ity 
reduction 

Reliance on 
KDD99 

99.49% 

27 Liu et.al. 
(2021)[57] 

NSL-KDD, 
CIC-
IDS2017 

Hybrid model 
combining K-
means and 
Random 
Forest for 
binary 
classification, 
followed by 

High 
accuracy in 
detecting 
intrusions 

Complexity 
and 
computationa
l resource 
needs 

85.24% & 
99.91% 
accuracy 
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CNN and 
LSTM 
 

28 Qaddoura 
et.al. 
(2021)[58] 

IoTID20 Multi-layer 
classification 
system using 
deep learning 
techniques 

High recall 
for normal 
and specific 
intrusion 
types 

Focus on 
IoTID20 may 
limit broader 
applicability 

G-mean 
value of 
78% 

29 Ullah et.al. 
(2021)[59] 

Multiple 
(BoT-IoT, 
IoT-23, 
etc.) 

Convolutional 
neural 
networks in 
1D, 2D, and 3D 
combined 
with transfer 
learning 

Effectivenes
s of CNNs 
across 
different 
dimensions 

Broad scope 
of IoT 
environment
s challenge 

99.95%, 
99.82%-
100% 

30 Wang et.al. 
(2021)[60] 

Multiple 
(KDD 
Cup99, 
NSL-KDD, 
etc.) 

Utilization of 
SDAE-ELM 
and DBN-
Softmax 
models for 
intrusion 
detection 

Versatility 
in 
identifying 
various 
intrusions 

Focus on two 
models might 
limit 
exploration 
of others 

Effectivenes
s in 
detecting 
intrusions 

31 Halbouni 
et.al. 
(2022)[61] 

Multiple 
(CIC-IDS 
2017, 
UNSW-
NB15, etc.) 

Hybrid CNN-
LSTM model, 
leveraging 
convolutional 
neural 
networks for 
spatial feature 
extraction and 
LSTM for 
temporal 
feature 
recognition 

High 
detection 
accuracy 
across 
datasets 

Complexity 
may 
challenge 
rapid 
deployment 
adaptation 

Up to 
99.67% 
accuracy 

 
E. Discussion 

The studies reviewed reveal that deep learning models like CNNs, RNNs, 
autoencoders, DRL, and hybrid systems markedly improve intrusion detection 
capabilities, with accuracies often exceeding 90%. The interpretation of these 
results indicates that these models are exceptionally adept at handling complex, 
dynamic data, and they significantly reduce false positives while effectively 
adapting to new threats. The implications of these findings are profound; as 
cyber threats evolve, the reliance on advanced computational models becomes 
crucial for maintaining effective defenses. However, the limitation of these 
models lies in their high computational and data demands, which can hinder 
scalability and practical deployment in rapidly changing environments. 

 Future research should therefore focus on optimizing these models to be 
less resource-intensive, enhancing their efficiency with limited data, and 
expanding their applicability to new and emerging sectors such as IoT and cloud 
security, which are becoming increasingly relevant in our interconnected digital 
landscape. This approach will ensure that IDS remains robust and capable of 
confronting modern cybersecurity challenges. 
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F. Conclusion 
This review has highlighted the substantial enhancements deep learning can 

bring to intrusion detection systems (IDS), offering advanced solutions against 
increasingly sophisticated cyber threats. Through the integration of deep 
learning techniques such as Convolutional Neural Networks (CNNs), Recurrent 
Neural Networks (RNNs), and autoencoders, IDS can effectively manage and 
analyze vast data streams, thereby significantly improving threat detection 
accuracy and system adaptability. Our examination emphasizes not only the 
immediate benefits of applying these technologies but also the potential for 
future innovations that could further revolutionize the cybersecurity landscape. 
Moving forward, it is crucial to continue exploring these technologies in varied 
and emerging network environments to develop robust, scalable, and efficient 
IDS capable of meeting the dynamic demands of modern cybersecurity 
challenges. 
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