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Fake news has become a significant challenge in the digital age, evolving 
from its historical roots in traditional media to becoming a pervasive issue 
on social media platforms. This paper presents a comprehensive review of 
the scope and mechanisms of fake news propagation in the digital era, 
focusing specifically on social media. It examines the historical development 
of fake news and assesses the effectiveness of current detection methods. 
Various aspects of fake news, including its spread and the associated 
challenges, are explored through a detailed methodological approach that 
integrates both technological and sociological strategies. The goal is to 
enhance the accuracy of detection methods and mitigate the impact of fake 
news. This review aims to synthesize existing paper, identify gaps in the 
current knowledge, and recommend directions for future paper, ultimately 
seeking to protect public discourse and maintain the integrity of information 
in the digital landscape. 
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A. Introduction 
Fake news, although not a novel phenomenon, has historical roots that trace 

back before Christ (BC) and began spreading as early as 1439 [1]. Its presence has 
evolved from traditional media outlets like newspapers and television to dominate 
the digital landscape, especially with the advent of the World Wide Web (WWW) in 
the mid-1990s. Social media platforms, due to their accessibility, rapid 
dissemination capabilities, and low operational costs, have become the primary 
arenas for fake news proliferation [2]. Defined as “altered truths” to serve hidden 
motives [3], fake news gained significant attention during the 2016 U.S. 
presidential election, evidenced by the creation of 19 million bot profiles aimed at 
influencing public opinion regarding the candidates [4]. This period also saw 
traditional media being overshadowed in engagement metrics on social media 
platforms, highlighting the shift in how information is consumed. 

The situation is exacerbated by instances like those in Veles, Macedonia, where 
individuals created and profited from fake news through pay-per-click schemes 
during the U.S. elections. The prevalence of fake news is not only a political 
concern but also poses psychological risks, creating stress and fear among the 
public. Misinformation often garners more attention than factual reporting on 
social media, a trend that complicates the challenge of discerning truth in the 
digital age [5]. Despite the development of online fact-checking services like 
FactCheck.org and PolitiFact.com, the detection of fake news is hampered by the 
sheer volume and variety of content, making manual verification by experts a 
daunting and often ineffective task[6]. As such, the dynamics of fake news in social 
networks demand a multifaceted approach to understanding and mitigating its 
impact, necessitating continual advancements in both technological solutions and 
public awareness strategies. 

The purpose of this review is to critically examine the phenomenon of fake 
news on social media platforms, identify the mechanisms through which it spreads, 
and evaluate the effectiveness of existing detection and mitigation strategies. This 
review aims to synthesize current paper findings, highlight gaps in knowledge, and 
suggest directions for future paper. Additionally, it seeks to provide insights into 
the technological and sociological challenges associated with combating fake news, 
with the ultimate goal of contributing to the development of more robust tools and 
methods that can enhance the accuracy and efficiency of fake news detection. This 
is crucial for ensuring the credibility of information, protecting public discourse, 
and maintaining the integrity of democratic processes in the digital age. 

The structure of this paper is organized as follows: Section 2 introduces the 
Need, Motivation, Challenges, and types of information on social networks. Section 
3 introduces the concept and evolution of fake news. Section 4 categorizes types of 
fake news, emphasizing their impact on social media. Section 5 elaborates on the 
detection methodologies, with a focus on machine learning algorithms. Section 6 
discusses the characteristics of fake news content. Section 7 reviews various 
detection models, highlighting the use of computational methods. Section 8 
analyzes the effectiveness of these models based on existing studies. Section 9 
identifies current limitations and suggests areas for future papers. Finally, Section 
10 concludes the paper by summarizing key findings and the importance of 
advancing fake news detection. 
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B. Need and Motivation 

Addressing the proliferation of fake news across online platforms is 
increasingly critical due to its far-reaching consequences. The spread of false 
information not only sows confusion among users through rumors, identity theft, 
and fake profiles but also challenges the very foundation of trust in the digital 
news ecosystem. Such deceptive practices can tarnish the reputations of 
individuals and organizations, instill public fear, and ultimately threaten societal 
stability. The complexity of identifying fake news lies in its sophisticated 
presentation: the language and style often mimic legitimate news, making it 
difficult to distinguish it from genuine articles. This deliberate design to foster 
trust among readers makes the detection of fake news both a necessity and a 
challenge. Effective strategies to identify and mitigate fake news are essential to 
preserve the integrity of information and maintain public confidence in media 
platforms. 

1. Challenges 

One of the most significant hurdles in the detection of fake news is the ability to 
ascertain the veracity of information, which fundamentally hinges on 
distinguishing whether details are grounded in factual events. Facts represent 
incidents that have occurred, at specific times and places, involving entities or 
individuals. The challenge intensifies as we consider the role of automated systems 
in the dissemination of information. Given the vast array of content generated on 
social media—much of which purports to describe real events—it is not feasible 
for computers to effortlessly assess the importance or truthfulness of all 
information, especially when they control the dissemination process across varied 
channels and timelines. Therefore, it is crucial to integrate established journalistic 
standards into the core of these systems to enhance their ability to discern and 
verify facts, thereby enabling more effective identification of fake news. This 
integration is essential for maintaining the reliability and integrity of information 
shared on social media platforms. 

2. Types of Information on Social Networks 

Social media data is typically categorized into four principal types, which 
constitute the essential components of online information. Figure 1 outlines these 
information categories that facilitate communication between users on online 
social networks. The categories include hyperlinks, images, audio, and textual 
information, each serving as a mode of transferring content in the digital social 
landscape. 

• Text: Textual content is a derivative of spoken language, primarily 
produced in the form of strings or characters for content analysis. It is a key 
medium for human communication, with its structure governed by syntax. 

Linguistic analysis plays a crucial role in examining text-based news on 

social networks. 
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• Multimedia: True to its name, multimedia encompasses a combination of 

different content forms, including visual, auditory, and graphic elements. Its 
engaging nature is particularly effective in capturing immediate user 

attention. 

• Hyperlinks or Embedded Content: Links serve as connective tissue, 

weaving together various sources that reinforce the content's credibility 
and bolster reader trust. They are essential in social media platforms, often 
used to reference or cite supportive materials, such as tweets, Facebook 
updates, YouTube videos, and Instagram posts. 

• Audio: The dissemination of news via audio on social media platforms is 
yet another effective method of communication. Audio content has a unique 

appeal, often engaging listeners more deeply than other formats. 

 
   Figure1. Types of information on online social networks 

C. Attributes of Fake News 

The phenomenon of fake news on the internet is not only prevalent but also 
growing in complexity across topics, methods, and dissemination channels [7]. 
Defining "fake news" presents a challenge due to the lack of a universally accepted 
description. Stanford University characterizes fake news as "information pieces 
that appear to be purposefully and verifiably false, designed to mislead viewers" 
(Stanford University, 2017). Another perspective offered by [8] refers to 
Wikipedia's definition, which describes fake news as akin to "yellow journalism or 
misinformation consisting of intentionally disseminated disinformation or hoaxes 
spread via traditional print, broadcast media, and online channels, particularly on 
social media." 

The spread of fraudulent articles through social media is increasing, 
highlighting the need for a nuanced understanding of fake news. This paper article 
aims to provide a comprehensive examination of fake news, particularly as it 
proliferates across online social networks. By exploring various types of online 
misinformation, including customer reviews and deceptive advertisements, this 
study seeks to maintain specificity without overlooking the broader context of 
digital misinformation. 
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1. News Content of Fake News 

Fake news is disseminated through various forms of news content, which can 
broadly be classified into two categories: tangible and intangible. This distinction 
helps in understanding the mediums through which misinformation is spread and 
the nature of the content itself. Tangible news content refers to fake news that is 
presented through physical mediums, such as printed newspapers and magazines, 
which can still play a role in the distribution of misleading information. On the 
other hand, intangible news content involves digital or electronic formats, such as 
online articles, social media posts, and digital broadcasts. Figure 2 our report 
illustrates these categories, providing a clear visualization of the types of news 
content and their specific characteristics, thus enhancing our understanding of 
how fake news permeates different media channels. This classification aids in 
identifying the vectors of misinformation and tailoring detection mechanisms 
appropriately. 

• Physical News Content: [9] highlight the shifting landscape of information 
dissemination, noting that social networks have surged in popularity, 
effectively making online social data from platforms like Twitter and 
Facebook the primary means for transmitting information. This transition 
underscores the diminishing role of traditional, physical news content in 
favor of digital interactions, which are not only more prevalent but also 

offer rapid insights into emerging trends. According to [10], these online 
social communications are pivotal in identifying trending topics due to their 
immediacy and broad reach. 
In the context of identifying fake news, the physical elements of digital 
content play a crucial role. These include URLs, keywords, hashtags, 
emoticons, images, and multimedia components integrated within social 

media posts. Each of these elements carries unique definitions and 

capabilities that are essential for the detection of fake news. For instance, a 

misleading URL might disguise the true nature of a hyperlinked site, or a 
strategically placed emoticon could alter the perceived tone of a message. 
Recognizing these components within the digital sphere is vital for 
understanding and combating the spread of misinformation. 
 

• Non-Physical News Content: [9] differentiate between the physical 
elements of news, which serve as the carriers of information, and the non-

physical elements, which encompass the newsmakers’ thoughts, feelings, 
dispositions, and emotions. In our framework, fake news is often 
characterized not just by the content itself but by the underlying intent and 
emotional manipulation it seeks to exert. This non-physical content can 
manifest in various forms, such as fraudulent comments, deceptive 
advertisements, and misleading political news. 
Every day, thousands of comments are posted on e-commerce platforms 

like eBay and Amazon, where the authenticity and quality of these 

comments pose significant challenges for consumers and corporations alike. 
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Fake comments can influence consumer decisions and tarnish the 
reputation of businesses. Similarly, counterfeit advertisements are 
deliberately designed to mislead consumers by promoting brands with 
inaccurate or unverified information, posing risks to the credibility of 
online marketplaces. 

The realm of political information is especially vulnerable, where the stakes 
are particularly high in the current climate. Non-physical content in fake 
news typically includes the conveyed principles, emotions, and perspectives 

intended to sway public opinion or polarize debates. [11] note that authors 
may intentionally imbue their narratives with positive or negative emotions 
throughout the article to enhance the perceived legitimacy of their 
information. This emotional polarization is a significant aspect of non-
physical content, strategically used to manipulate the audience’s perception 

and reactions. The pervasive spread of such emotionally charged, 
misleading information highlights the crucial role fake news plays in 
shaping public discourse and the pressing need to address its impact 
effectively. 

 
Figure2. Categorization of Fake News by Content Characteristics 

D. Fake News Detection Models 

In response to the swift evolution and intricate challenges posed by fake news, 
paperers advocate for the application of artificial intelligence tools and machine 
learning techniques [12],[13]. These advanced computational methods are 
recommended due to their ability to adapt and learn from the nuanced 
characteristics of disinformation, as visualized in Figure 3. 

• Central Node: Fake News Detection Models 

This is the focal point from which various approaches to fake news 
detection branch out, indicating the diversity of methods utilized in this 

field. 
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• Machine Learning Approach 

Illustrated with an image that seems to depict a robot examining a text 
labeled "FAKE," representing the use of machine learning algorithms in the 

automated detection of fake news[14]. 

• Natural Language Processing Technique 

An image next to this label suggests the use of NLP in understanding and 
processing human language, a key component in analyzing textual content 
for fake news[15]. 

• Hybrid Technique 
This approach likely combines elements from various methodologies, 
possibly integrating machine learning and human expertise to improve 

detection accuracy. 

• Expert-crowdsource / Human-Machine Approach 

Indicated by a group of figures, which could represent the collaborative 
effort of experts and the general public in identifying fake news, or a 
synergy between human analysis and machine processing. 

• Crowdsourced Approach 
A network image next to this label might symbolize the collective effort of a 
network of individuals in identifying and verifying news information. 

 
Figure 3. Fake news detection models 
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• Recommendation System Approach 

This may involve using algorithms that analyze user behavior and 
preferences to recommend reliable news sources and filter out potential 

fake news. 

• Deep Learning 

Visualized by a neural network diagram, signifying the use of deep learning 
models like CNNs, RNNs, or Transformer-based models to detect complex 
patterns associated with fake news. 

E. Machine Learning 

Machine learning [16], a crucial subset of artificial intelligence, stands as one of 
the most pivotal and efficacious technologies in the modern era. Coined by the 
American pioneer of computer gaming and artificial intelligence, Arthur Samuel, in 
1959, machine learning refers to the process of enabling computers to learn 
autonomously without explicit programming. 

Distinguished from traditional computational approaches, machine learning 
transcends mere algorithmic instructions—which are predefined steps for 
problem-solving. Instead, machine learning algorithms empower computers to 
learn from data, drawing on statistical analysis to infer patterns and make 
decisions within a given framework. This facilitates the creation of models from 
sample data, enhancing the ability to make informed decisions based on empirical 
evidence. 

Machine learning encompasses a variety of techniques that equip software 
programs with the ability to discern trends and relationships in incoming data 
more effectively. This adaptive capacity allows for the refinement of predictions 
and actions in response to new information, without the need for direct human 
intervention in the programming of outcomes[17]. 

Machine learning boasts a wide array of applications across various domains, 
exemplified by the following uses: 

(i) Prediction: Machine learning algorithms are instrumental in predictive 
systems, enabling precise weather forecasting and the analysis of 
probabilities for incorrect outcomes. 

(ii)  Computer Vision: Image processing capitalizes on machine learning 
techniques to enhance interpretation and analysis. 

(iii) Speech Recognition: Machine learning is utilized to convert text into 

speech and facilitate the operation of autonomous vehicles and robots 
through voice commands and recognition systems. 

(iv)  Health Diagnoses: The predictive power of machine learning algorithms 
is leveraged in healthcare for diagnosing medical conditions with 
increased accuracy. 

1.  ML Methods 

In the domain of machine learning, analytical methods are typically organized 
into overarching categories for streamlined reference and study. Classification 
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hinges on the learning style of machines and their interaction with feedback. The 
predominant methodologies in ML encompass supervised learning, where 
algorithms are trained using data labeled by humans, and unsupervised learning, 
which does not utilize explicit examples for training but rather relies on the 
identification of patterns and structures within the input data itself [18]. 

2.  Random Forest 

Random Forest is a versatile technique suited for tackling both regression and 
classification challenges. As an ensemble method within the supervised learning 
paradigm, it creates a 'forest' that is indeed 'random'. The robustness of this 
method is analogous to the density of the forest; the more trees it has, the more 
refined the analysis. Consequently, a forest with a multitude of trees is likely to 
yield more precise outcomes. The Random Forest (RF) algorithm comes with 
several advantages; it is adept at handling missing values and can also be adapted 
for categorical variable inputs. A noteworthy strength of the RF approach is its 
inherent resistance to overfitting, making it a reliable option for classification tasks 
[19]. 

2.1 K-Nearest Neighbors (KNN) 

KNN is an intuitive algorithm that classifies new instances based on the 
proximity and similarity to existing data points. It operates by identifying the 
closest examples in the training set, often referred to as the nearest neighbors, and 
makes predictions by aggregating the outcomes of these 'k' closest instances. 

2.2 Logistic Regression 

Logistic Regression is a predictive analysis technique that estimates discrete 
values, typically binary, based on given set of independent variables. It enables 
machine learning models to classify incoming data by learning from previous data 
points, enhancing the algorithm's prediction accuracy as it processes more 
relevant data. Often utilized in the ETL (Extract, Transform, Load) process, logistic 
regression categorizes data into distinct categories, preparing it for further 
analysis. This method assesses the relationship between one or more predictor 
variables and a categorical response variable. 

2.3 Support Vector Machine (SVM) 

SVM is a powerful supervised learning model used primarily for classification 
and regression challenges. After training on a dataset already divided into 
categories, SVM predicts where new data points fall within these categories[20]. It 
functions as a non-linear classifier that effectively handles both linear and non-
linear data. SVMs are extensively used across various fields for applications like 
text classification, image recognition, and handwriting analysis, leveraging their 
ability to perform complex classification and multivariate analysis [21]. 
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2.4 Naïve Bayes 

Naïve Bayes (NB) is a probabilistic classification technique that estimates the 
likelihood of a target class based on the presence of various attributes within a 
sample. This method is particularly effective when the decision to classify relies on 
a set of features, collectively known as evidence, which may not be significant 
individually but are influential collectively. Naïve Bayes operates under the 
assumption that all features are independent of one another, meaning the presence 
of one feature does not affect the presence of another. This independence 
assumption simplifies calculations and makes Naïve Bayes a useful baseline for 
comparing more complex models. It also supports incremental learning, where the 
model is continually updated with new data instead of being rebuilt from scratch, 
enhancing its adaptability and efficiency over time [22]. 

2.5 Decision Trees 

Decision Trees are a form of supervised learning model that are utilized for 
both classification and regression tasks, representing a robust nonparametric 
methodology. This model segments the dataset into subsets based on attribute 
value tests. Each subset is then recursively split in a similar manner, and this 
process continues until all elements within a subset fall under the same category, 
at which point the recursion terminates. The final structure of a decision tree 
consists of nodes and leaves: the decision nodes represent the points of attribute 
decision, while the leaf nodes signify the outcome of those decisions, be it a 
classification result or a regression value. Decision trees are versatile in handling 
various data types, including categorical and numerical data, making them a 
comprehensive tool for predictive analysis[23]. 

F. Deep Learning 

Deep learning, a sophisticated subset of machine learning (ML), mimics the 
human brain's processing methods to tackle complex problems. It is particularly 
adept at handling tasks that require recognizing intricate patterns and 
characteristics autonomously, such as text recognition for identifying fake news 
and detecting spam. The potential of deep learning in fake news identification is 
significant, as noted by [24]. However, paper in this area, as discussed by [25], is 
still emerging, with neural networks playing a crucial role in advancements. 

The term "deep learning" (DL) was first associated with machine learning by 
Dechter, who used artificial neural networks based on a Boolean threshold. Today, 
deep learning forms a core part of artificial intelligence (AI) paper and is applied 
across a wide array of applications. These range from computer vision and speech 
recognition to natural language processing, anomaly detection, asset allocation, 
healthcare monitoring, and personality mining. Deep learning is increasingly being 
leveraged to enhance decision-making by analyzing vast datasets and uncovering 
underlying patterns. 

[26] highlight deep learning's capacity to improve learning outcomes, expand 
paper horizons, and streamline analytical processes. Over recent decades, various 
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deep learning methods have been proposed to address challenges on online social 
networks, such as fake news, disinformation, and anomaly detection. Paperers 
continue to explore new avenues of investigation to address gaps in the field. 
Technologies like recurrent neural networks (RNN), long short-term memory 
(LSTM) networks, and convolutional neural networks (CNN) have been 
instrumental in extracting insights from diverse implementations, illustrating deep 
learning's growing prevalence in modern technological applications [27]. 

G. Fake News Detection Techniques 

How to Detect Fake News on Social Media Using Various Machine Learning 
Algorithms? 
1)  Neural Networks 

Neural Networks are computational learning systems that transform input data 
into desired outputs using a network of functions [28]. These networks consist of 
algorithms designed to identify patterns and relationships within data by 
emulating the operational principles of the human brain [29]. The term "neural 
networks" encompasses systems of neurons, which can be either organic or 
artificial. One of the key strengths of neural networks is their ability to adjust to 
new inputs, allowing them to optimize outputs continually without the need to 
reconfigure the output criteria explicitly [30]. Originally developed within the field 
of artificial intelligence, neural networks are increasingly becoming essential in 
creating sophisticated trading systems [31]. 
2) Support Vector Machine (SVM) 

The Support Vector Machine (SVM) is a robust and flexible supervised learning 
algorithm predominantly used for classification and regression tasks [21]. First 
introduced in the 1960s and significantly enhanced in the 1990s, SVM operates by 
dividing datasets into distinct classes by identifying the optimal hyperplanes. This 
method is particularly effective in minimizing classification errors through the 
strategic use of hyperplanes, making it a preferred choice for complex data 
separation challenges. 
3) Naive Bayes 

Naive Bayes is a probabilistic machine learning algorithm based on applying 
Bayes' Theorem with the assumption of independence between predictors. It is 
particularly well-suited for classification tasks where simplicity and speed are 
essential, and it excels in handling large datasets with multiple categories. Naive 
Bayes classifiers work effectively by calculating the probability of each class and 
the conditional probability of each class given each input variable. This approach is 
widely used in various applications, from spam detection in emails to sentiment 
analysis in social media content[22]. 
4) N-Gram Analysis 

N-Gram analysis is a popular technique in natural language processing that 
involves extracting sequences of 'n' items (typically words or characters) from a 
given text. This method is used to develop a model that predicts the next item in 
such sequences, making it particularly effective for tasks such as text classification, 
sentiment analysis, and spam detection. By analyzing the frequency and context of 
these n-grams within large corpora, it is possible to discern patterns that 
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distinguish between different types of content, such as genuine and fake news. N-
Gram analysis helps in understanding and modeling the linguistic structure of 
texts, providing a quantitative basis for making informed decisions about the 
nature of the content. 

 

H. Literature Review: 

Abdulrahman et. al. (2020)[32], explored the use of both machine learning 
and deep learning algorithms for the detection of fake news. Their paper employed 
a variety of feature extraction methods, including TF-IDF, count vector, character 
level vector, and N-Gram level vector, across multiple machine learning and deep 
learning classifiers. This study is noteworthy for its broad approach, testing a wide 
array of algorithms to determine the most effective techniques for identifying fake 
content, particularly on social media platforms. The paper demonstrated that deep 
learning models, especially convolutional neural networks, were particularly 
effective, achieving high accuracy in detecting fake news. 

Akinyemi et. al. (2020)[33], introduced an improved classification model 
for fake news detection in social media. Utilizing an innovative stacking ensemble 
method, their model combines the strengths of Support Vector Machines (SVM), 
Random Forest, and Recurrent Neural Networks (RNN) to effectively classify news 
content. This hybrid approach leverages machine learning algorithms to enhance 
accuracy and reduce false positives, addressing the challenges of rapidly 
identifying and classifying deceptive news content in the dynamic environment of 
social media. 

Kesarwani et. al. (2020)[34], proposed a K-Nearest Neighbor (KNN) 
classifier approach for detecting fake news on social media, particularly focusing 
on Facebook news posts. Their study utilizes user engagement data such as share 
counts, comment counts, and reactions to classify news posts effectively. By 
employing KNN, a simple yet powerful machine learning algorithm, they leveraged 
user interactions to identify patterns associated with fake news, providing a tool 
that adapts to the dynamic nature of social media content. 

Sheng How et. al. (2020)[35], Explored the critical context of the 'infodemic' 
associated with the COVID-19 pandemic, where misinformation could have had 
severe social and health repercussions. The authors had utilized ensemble 
methods and demonstrated that these methods significantly outperformed other 
algorithms, achieving accuracy levels of over 98% on thematically diverse datasets 
and 95% on pandemic-related datasets. This study had been pivotal as it not only 
highlighted the efficacy of ensemble methods in fake news detection across varied 
themes but also pointed out the limitations of relying solely on neural networks in 
certain scenarios. 

Konkobo et. al. (2020)[36], developed a semi-supervised learning model 
aimed at the early detection of fake news on social media. Their approach, detailed 
in their work, integrates user opinion extraction, credibility assessment, and social 
network analysis to enhance fake news detection. By leveraging a combination of 
Convolutional Neural Networks (CNNs) designed to process various facets of social 
media data, their model addresses the challenges posed by the vast amounts of 
unlabeled data typical of social media environments. This approach not only allows 
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for early detection but also harnesses the power of user-generated content to 
improve the accuracy and reliability of fake news identification. 

Weiss et. al. (2020)[37], developed a novel approach for detecting fake 
news on Twitter by leveraging propagation structures. their paper highlights the 
distinct ways in which real and fake news propagate on social media. By using 
propagation features, they explore the different dynamics of news spread, such as 
the size and speed of dissemination among users. This approach not only 
distinguishes between real and fake news based on how they spread but also 
introduces a Geometric Deep Learning method to analyze the networks formed by 
these propagations, thereby pushing forward the boundaries of fake news 
detection using advanced analytical techniques. 

Sabeeh et. al. (2020)[38], developed a deep learning-based model called 
SPOT for detecting fake news on social media through opinion mining and 
trustworthiness analysis using Twitter metadata. This model uniquely combines 
semantic knowledge sources with a Bi-directional Gated Recurrent Neural 
Network (GRNN) to assess both the sentiment of user comments and the 
credibility of users and news events. Their approach aims to enhance the accuracy 
of fake news detection by incorporating these diverse data points, thereby offering 
a more robust solution to the challenge of misinformation on social platforms. 

Chauhan et. al. (2021)[39] developed an advanced deep learning-based 
model to optimize fake news detection for societal benefits, as documented in the 
International Journal of Information Management Data Insights. Their paper 
employed a Long Short-Term Memory (LSTM) neural network-integrated with 
GloVe word embeddings to improve the accuracy of differentiating false news from 
genuine articles. This approach leverages the powerful capabilities of LSTM to 
handle sequence prediction problems and the semantic richness of GloVe 
embeddings to represent textual data effectively. Their model demonstrated 
remarkable effectiveness, achieving an accuracy of 99.88%, and is particularly 
notable for its application in enhancing societal and governmental decision-making 
processes regarding the spread of misinformation. 

Hakak et. al. (2021)[40], developed an ensemble machine-learning model to 
enhance fake news detection. This paper, detailed in their publication in "Future 
Generation Computer Systems," employs a robust ensemble of Decision Tree, 
Random Forest, and Extra Tree Classifier models to effectively identify fake news. 
The approach leverages advanced feature extraction techniques, optimizing the 
model for high accuracy and efficiency. Particularly notable is the application of 
this model on the ISOT and Liar datasets, where it achieved remarkable testing 
accuracies, demonstrating its potential for practical application in real-world 
scenarios where accurate and timely detection of fake news is critical. 

Kaliyar et. al. (2021)[41] developed "FakeBERT," a BERT-based deep 
learning approach for detecting fake news on social media. Their method leverages 
a unique combination of Convolutional Neural Networks (CNNs) and the 
Bidirectional Encoder Representations from Transformers (BERT) model to 
enhance feature extraction capabilities significantly. The hybrid model targets 
ambiguity in natural language understanding by processing input through parallel 
CNN blocks with varying kernel sizes and filters, alongside BERT's contextual 
capabilities. This approach allows for a nuanced understanding of text and has 
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been shown to outperform existing models by achieving a commendable accuracy 
of 98.90%. 

Khanam et. al. (2021)[42] Presented a comparative analysis of machine 
learning approaches for fake news detection, as detailed in their article published 
in the IOP Conference Series: Materials Science and Engineering. The paper 
focused on the use of supervised machine learning algorithms and natural 
language processing (NLP) tools to classify news articles as true or false. By 
implementing a combination of traditional machine learning models like Decision 
Trees, Random Forests, and SVMs with feature extraction techniques such as Count 
Vectorizer and TF-IDF Vectorizer, the study explored how various models 
performed in detecting misinformation, with an emphasis on selecting features 
that optimized precision based on confusion matrix results. 

Nagaraja et. al. (2021)[43] have developed a machine learning-based model 
to detect fake news, utilizing Naive Bayes and Support Vector Machine (SVM) 
algorithms. Their methodology involves a detailed preprocessing step that 
includes text normalization and semantic analysis to improve the accuracy of news 
classification. This approach is significant in the landscape of fake news detection 
as it integrates traditional text classification methods with semantic validation to 
ensure the reliability of news content. Their findings contribute to the ongoing 
efforts in combating misinformation, particularly in the realm of social media 
where news spreads rapidly. 

Ni et. al. (2021)[44], introduced the Multi-View Attention Networks 
(MVAN) model for detecting fake news on social media, particularly focusing on 
Twitter. Their novel approach integrates two types of attention mechanisms—text 
semantic and propagation structure attention—within a neural network 
framework to analyze both the content of tweets and their propagation patterns. 
This method offers a dual perspective by focusing on keywords within tweets and 
identifying suspicious users involved in their spread, providing not only higher 
accuracy in detection but also insights into the reasons behind the classifications 
made by the model. Their study demonstrated that the MVAN model outperformed 
existing state-of-the-art methods by achieving a significant improvement in 
accuracy on real-world datasets. 

Kaliyar et. al. (2021)[45], introduced "EchoFakeD," a deep neural network 
designed to enhance fake news detection on social media by integrating content 
analysis with echo chamber effects. Their method leverages a coupled matrix-
tensor factorization technique to analyze both news content and the social context, 
providing a more comprehensive approach to detecting fake news. This model 
addresses the need for efficient detection tools capable of analyzing the vast 
amount of content on social media and the social dynamics involved in the spread 
of fake news. 

Nistor et. al. (2022)[46], explored the use of advanced machine learning 
methods combined with natural language processing to analyze and verify web 
content during the COVID-19 pandemic, specifically targeting fake news on social 
media. Their paper utilized complex models to automate the detection of 
misinformation, thereby contributing to the understanding of how fake news can 
influence social dynamics during critical events such as pandemics. Their 
approach, which was particularly focused on Facebook data, emphasized the 
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economic and social implications of unchecked misinformation and proposed more 
effective computational strategies for its detection. 

Seddari et. al. (2022)[47], developed a hybrid fake news detection system 
that integrates linguistic and knowledge-based analysis to address misinformation 
on social media. This approach, highlighted in their work published in IEEE Access, 
leverages both types of features to improve the detection of fake news 
significantly. By employing a compact set of only eight features, the model achieves 
high accuracy, demonstrating the efficacy of combining linguistic cues with fact-
verification elements such as the reputation of sources and coverage. This method 
offers a promising solution to the challenges posed by the dynamic and pervasive 
nature of fake news in digital media. 

Tashtoush et. al. (2022)[48], addressed the urgent need for effective tools 
to combat the spread of COVID-19-related fake news on social media platforms. 
They developed a comprehensive deep learning framework utilizing various 
neural network architectures, including LSTM, Bi-directional LSTM, CNN, and a 
hybrid CNN-LSTM model. Their work, published in "Data", leveraged a novel 
"COVID-19 Fake News" dataset, containing 21,379 instances of news data, to train 
and test these models. The study underscored the efficacy of these deep learning 
techniques in automating the detection of misinformation related to the pandemic, 
with the CNN model achieving the highest accuracy at 94.2%. 

Vasist et. al. (2022)[49], explored the critical context of the 'infodemic' 
associated with the COVID-19 pandemic, where misinformation could have had 
severe social and health repercussions. The authors utilized ensemble methods 
and demonstrated that these methods significantly outperformed other 
algorithms, achieving accuracy levels of over 98% on thematically diverse datasets 
and 95% on pandemic-related datasets. This study was pivotal as it not only 
highlighted the efficacy of ensemble methods in fake news detection across varied 
themes but also pointed out the limitations of relying solely on neural networks in 
certain scenarios. 

John et. al. (2022)[50], explored fake news detection utilizing n-gram 
analysis and machine learning algorithms, Communications & Mobile Networks. 
Their paper primarily focused on comparing the effectiveness of Term Frequency 
(TF) and Term Frequency-Inverted Document Frequency (TF-IDF) as feature 
extraction techniques alongside various machine learning models including SVM, 
LSVM, KNN, SGD, Decision Trees, and Logistic Regression. Their study highlighted 
the superior performance of the TF-IDF feature extraction method when paired 
with the Linear Support Vector Machine (LSVM) and Stochastic Gradient Descent 
(SGD), achieving a notable accuracy of up to 94.2% through performance tuning 
with Random Search CV. 

Stitini et. al. (2022)[51], explored the integration of trust and transparency 
in social network recommendation systems through the detection of fake news. 
their study proposes a semi-supervised learning framework for the multiclass 
classification of fake news using unlabeled data. The paper introduces innovative 
methods like self-training and majority voting to improve the classification of fake 
news types. This work is pivotal in enhancing trust in social network 
environments, presenting a comprehensive approach to addressing the 
complexities of misinformation spread online. 
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Liviu Dinu et. al. (2023)[52], the paper explored text-based methods within 
artificial intelligence to differentiate factual content from misinformation. Utilizing 
a new corpus specifically tailored for the Romanian language, which comprised 
two subsets of 977 and 29,154 news articles, the study examined various machine 
learning techniques. These approaches yielded an impressive accuracy of 93%, 
highlighting their effectiveness in identifying fake news in a language with limited 
paper in this area. 

Jing et. al. (2023)[53],  addressed the challenge of multimodal fake news 
detection through the development of a Progressive Fusion Network (MPFN). This 
innovative approach significantly enhanced the detection process by capturing and 
integrating features across different modalities and hierarchical levels, which 
helped in overcoming the limitations of previous methods that primarily focused 
on deep features. The MPFN model utilized a combination of a Transformer-based 
visual feature extractor and a BERT-based text feature extractor to analyze both 
text and visual inputs effectively. Extensive testing on Weibo and Twitter datasets 
demonstrated the superiority of this model, achieving an accuracy of 83.3% on the 
Twitter dataset, which represented at least a 4.3% improvement over existing 
state-of-the-art methods. 

Mallick et. al. (2023)[54], introduced a cooperative deep-learning model 
aimed at enhancing fake news detection on online social networks. leverages user 
feedback to determine news trustworthiness, integrating it with deep learning 
techniques to classify news articles. Utilizing a Convolutional Neural Network 
(CNN), the model processes user feedback to rank news, effectively distinguishing 
between genuine and fake content. This approach not only automates the detection 
process but also incorporates user interaction to refine the accuracy of the 
classification, achieving a high accuracy rate of 98% in detecting fake news. 

Mohawesh et. al. (2023)[55], proposed an innovative semantic graph-based 
topic modeling framework to tackle multilingual fake news detection. This model, 
developed to enhance performance in low-resource languages, utilized a unique 
combination of semantic graph attention networks and neural topic modeling to 
extract deep semantic and structural representations from multilingual text 
corpora. Their experiments on the TALLIP fake news datasets demonstrated 
significant improvements in classification accuracy, with enhancements ranging 
from 1% to 7% over existing state-of-the-art models, addressing the critical 
challenge of detecting fake news across different languages. 

Kumari Shalini et. al. (2023)[56] explored the application of machine 
learning techniques for detecting fake news on social media platforms. Their study, 
published in the International Journal of Intelligent Systems and Applications in 
Engineering, centers around a Recurrent Neural Network (RNN) model that 
classifies social media profiles as either genuine or fraudulent based on various 
user attributes such as friends count, followers, tweet counts, and retweet counts. 
The model utilizes a hybrid feature extraction method, improving the accuracy of 
classifying fake identities in an imbalanced dataset, and achieves notable accuracy 
levels on both synthetic and real-time social media datasets. 

Syed et. al. (2023)[57], developed a hybrid weakly supervised learning 
model combined with deep learning techniques to detect fake news related to 
cyber propaganda. Their paper introduces a novel approach utilizing Bi-GRU and 
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Bi-LSTM models integrated with weakly supervised learning. This method 
leverages transductive learning to annotate unlabeled data automatically, 
significantly enhancing the accuracy of fake news detection. The study emphasizes 
the challenge of rapidly disseminating false information through social media and 
the need for advanced tools to counteract this issue effectively, showcasing an 
accuracy rate of 90% in their experiments. 

Zhang et. al. (2023)[58], addressed the challenge of detecting fake financial 
news in the Chinese market using a deep learning approach. Due to the absence of 
a public dataset, they constructed their own from clarification announcements 
made by listed companies, which uniquely positioned their work in the context of 
financial misinformation. They highlighted the addition of financial features to the 
standard content and contextual features typically used in fake news detection, 
which significantly enhanced the detection process. Their model achieved a high 
accuracy of 94.38%, demonstrating the effectiveness of integrating deep learning 
techniques specifically tailored to the financial sector, where misinformation could 
have drastic effects on the market and investor behavior. 

Biradar et. al. (2023)[59], developed a robust approach to combat the 
spread of COVID-19-induced fake news on social media networks. Their paper 
focuses on a machine learning framework utilizing early fusion-based methods for 
combining key features from context-based embeddings such as BERT, XLNet, and 
ELMo to enhance the accuracy of fake news detection. This approach allows for a 
more nuanced understanding of the context and semantic information of social 
media posts, addressing the rapid spread and significant impact of misinformation 
during the pandemic. Their findings demonstrated the effectiveness of this model, 
achieving a high accuracy rate of 97% in identifying false information. 

Fang et. al. (2024)[60], the NSEP framework was introduced for the early 
detection of fake news, focusing on analyzing the semantic environment of news 
through deep learning techniques. The study critically reviewed existing 
methodologies that predominantly relied on content analysis and highlighted their 
limitations in early fake news detection. NSEP advanced this field by integrating 
macro and micro semantic environments that used graph convolutional networks 
and attention mechanisms to detect semantic inconsistencies, demonstrating 
superior performance over traditional methods. This novel approach not only 
broadened the understanding of semantic-based fake news detection but also 
significantly improved accuracy in identifying fake news at the early stages of its 
spread. 

Sudhakar et. al. (2024)[61], investigated various machine learning and deep 
learning models to detect fake news on social media, specifically analyzed COVID-
19 misinformation spread via Twitter. Their methodology involved comparing 
traditional machine learning models such as Naive Bayes, Logistic Regression, and 
Support Vector Machines (SVMs) with advanced deep learning techniques like 
Convolutional Neural Networks and Long Short-Term Memory (LSTM) networks. 
This comprehensive approach aimed to enhance the prediction accuracy of fake 
news detection in an era where misinformation could have severe public health 
implications. 
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Table 1: Summary About The Literature Review on Details 
Author & Year Dataset Methodology Pros & Cons Accuracy 

Abdulrahman et. 
al. 2020 [32] 

Kaggle, 7,796 
items 

TF-IDF, Count 
Vector, AdaBoost, 

CNN 

Deep model accuracy vs 
limited dataset 

81-100% 

Akinyemi et. al. 
2020 [33] 

PHEME, 5,800 
tweets 

SVM, RF, RNN 
ML techniques & social 

context vs high 
computational demands 

+17.25% 

Kesarwani et. al. 
2020 [34] 

BuzzFeed KNN 
Real-time data use vs 
engagement accuracy 

issues 
~79% 

Sheng How et. al. 
2020 [35] 

US News, Kaggle 
NLP, N-gram, 
TensorFlow 

Advanced NLP 
techniques vs resource 

needs 

90.3%, 
97.5% 
recall 

Konkobo et. al. 
2020 [36] 

Politifact, 
Gossipcop 

Semi-supervised, 
CNNs 

User opinions & 
network analysis vs 
model complexity 

72.25%, 
70.35% 

Weiss et. al. 
2020 [37] 

Twitter 
Random Forest, 

Geometric DL 
Propagation structures 

vs dynamic accuracy 
87%, 

73.3% 
Sabeeh et. al. 

2020 [38] 
Twitter 

SPOT model, Bi-
GRNN 

Semantic sources vs 
high resource needs 

14.15% 

Chauhan et. al. 
2021 [39] 

Kaggle, 40,000 
articles 

LSTM, GloVe 
High NLP accuracy vs 

overfitting risk 
99.88% 

Hakak et. al. 
2021 [40] 

ISOT, Liar Decision Tree, RF 
Feature extraction 

efficiency vs overfitting 
44.15%, 

100% 

Kaliyar et. al. 
2021 [41] 

Fake news 
dataset 

FakeBERT 
BERT and CNN 

integration vs data 
dependency 

98.90% 

Khanam et. al. 
2021 [42] 

Annotated 
dataset 

ML algorithms, 
NLP 

Comprehensive ML use 
vs scalability 

92% 

Nagaraja et. al. 
2021 [43] 

Multiple sources Naive Bayes, SVM 
Effective semantic 

analysis vs assumptions 
dependency 

63%, 75% 

Ni et. al. 2021 
[44] 

Twitter15, 
Twitter16 

MVAN 
Dual attention 

mechanisms vs resource 
demands 

+2.5% 

Kaliyar et. al. 
2021 [45] 

BuzzFeed, 
PolitiFact 

EchoFakeD 
Social context 
integration vs 

complexity 
92.30% 

Nistor et. al. 
2022 [46] 

Facebook, 
COVID-19 

ML, NLP 
AI technologies vs 
dataset specificity 

90% 

Seddari et. al. 
2022 [47] 

Unspecified 
Hybrid, fact-

checking 
Efficient feature use vs 
external dependencies 

94.4% 

Tashtoush et. al. 
2022 [48] 

COVID-19 Fake 
News 

LSTM, CNN 
Extensive model 

evaluation vs focus 
limits 

94.2% 

Vasist et. al. 
2022 [49] 

Diverse datasets 
Ensemble 

methods, neural 
networks 

High accuracy vs 
generalization 

>98%, 
95% 

John et. al. 2022 
[50] 

Synthetic 
dataset 

N-gram, TF, TF-IDF 
Comprehensive analysis 
vs optimal combinations 

need 
94.2% 

Stitini et. al. 
2022 [51] 

Multiple fake 
news types 

Semi-supervised, 
self-training 

Multiclass detection vs 
accuracy limits 

96% 

Liviu Dinu et. al. 
2023 [52] 

Romanian news AI, ML 
Tailored approach vs 
Romanian specificity 

93% 
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Jing et. al. 2023 
[53] 

Weibo, Twitter MPFN, BERT 
Feature fusion vs 

customization needs 
83.3% 

Mallick et. al. 
2023 [54] 

ISOT Fake News Cooperative DL 
User feedback 

integration vs bias risks 
98% 

Mohawesh et. al. 
2023 [55] 

TALLIP fake 
news 

Semantic graph, 
GANs 

Advanced text analysis 
vs resource needs 

+1% to 7% 

Kumari Shalini 
et. al. 2023 [56] 

Twitter RNN 
Handles imbalanced 

data vs generalization 
~96%, 

98% 
Syed et. al. 2023 

[57] 
Social media 

Hybrid, Bi-GRU, Bi-
LSTM 

Weakly supervised 
learning vs complexity 

90% 

Zhang et. al. 
2023 [58] 

Financial news, 
China 

Deep learning 
Innovative use vs 
proprietary data 

reliance 
94.38% 

Biradar et. al. 
2023 [59] 

CONSTRAINT 
dataset 

BERT, XLNet, 
ELMo 

Contextual embeddings 
vs resource needs 

97% 

Fang et. al. 2024 
[60] 

Chinese and 
English datasets 

NSEP framework 
Early detection vs 
dataset specificity 

86.8% 

Sudhakar et. al. 
2024 [61] 

COVID-19, 
1.38M tweets 

Various ML, DL 
models 

Extensive comparison vs 
tuning needs 

98% 

 
I. Discussion 

Table 1 provides a comprehensive overview of the various studies on fake 
news detection, summarizing key methodologies, datasets used, and the outcomes 
achieved across diverse social media platforms. It meticulously outlines the 
comparative effectiveness of different machine learning and deep learning models 
that have been explored in the literature, emphasizing the shift towards ensemble 
and hybrid models which have shown superior accuracy in detecting 
misinformation. This table is instrumental in understanding the evolution of 
detection techniques and highlights the critical role of advanced NLP tools and 
machine learning algorithms in enhancing the robustness of fake news detection 
systems. It also underscores recurring challenges such as the adaptability of 
models to new, unseen data and the need for more universally applicable solutions 
across varied linguistic and cultural landscapes. Table 1 not only facilitates a direct 
comparison of the effectiveness of different approaches but also identifies gaps in 
current paper, setting a clear agenda for future investigations that might include 
more dynamic models and cross-cultural validation studies to better address the 
rapidly changing nature of fake news on digital platforms. 
J. Conclusion 

In this paper, we conducted a thorough review of recent paper articles on fake 
news detection, spanning from 2020 to 2024. The studies have showcased a broad 
array of methodologies employed to combat misinformation across various 
platforms. This review highlights the evolution of machine learning and deep 
learning techniques from simple classifiers to complex ensemble and hybrid 
models. These innovations have not only increased the accuracy of detection 
systems but also adapted them to tackle the nuances of different types of content, 
from social media posts to financial news. Each study contributes to a deeper 
understanding of the multifaceted challenge of fake news, offering insights into 
both technological advancements and the ongoing need for strategies that address 
the dynamic nature of misinformation. 
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