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Breast cancer is a disease that seriously threatens women's health. It is 
considering a common death cause in women. Machine learning has made 
significant progress in recent years to improve the effectiveness of early 
diagnosis of various diseases. Accurate predication and detection help 
decrease the death rate of breast cancer. This paper aims to predict breast 
cancer using several machine-learning techniques. The idea is to lower the 
number of features in the Wisconsin Breast Cancer Dataset (WCDB) and use 
it for prediction. The study used the extra trees method for feature selection 
and Random forest, Logistic regression, and Support Vector Machine (SVM) 
for testing the dataset. According to the results, SVM achieved the best 
performance among the other models with 98% accuracy. The proposed 
method in this study proved its effectiveness in breast cancer prediction. 
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A. Introduction 
Breast cancer is the most commonly occurring cancer in women and the most 

common cancer overall, with more than 2.26 million new cases of breast cancer in 
women since 2020 [1]. Breast cancer occurs in breast cells, the fleshy tissue or the 
stringy connective tissue within the breast. Breast cancer is a dangerous tumor that 
grows rapidly and eventually causes death in critical cases [2]. Although this type of 
cancer is more common in females, it can rarely occur in males [2]. Factors such as 
age and a family history of breast cancer can increase the risk of breast cancer [2, 3]. 
There are two types of tumors Benign and Malignant [3] Benign is not critical for a 
human body and rarely lead to human death. This type of tumor grows in one part 
(spot) of the body and has limited growth. Malignant is seriously dangerous and can 
lead to death; this type is called breast cancer. The malignant tumor appears when 
cells in the breast tissue grow abnormally. The treatment options for breast cancer 
are based on the patient age, and the cancer stage and type. Treatment can be one 
therapy or a collection of several therapies such as Chemotherapy, Radiotherapy, 
Surgery, and others [3, 4]. 

Data mining and Machine learning are automatic methods used to teach models 
how to handle the data more efficiently. They are used to uncover correlations 
between factors and are used widely in disease prediction. Therefore, these types of 
research helped with decision-making [5]. So, the study aims to predict breast 
cancer using several machine-learning algorithms with the least number of features 
possible. 

This paper is structured as follows: Section II reviews recent research on the 
detection and prognosis of breast cancer. Section III explains the algorithms and 
tools of data mining and machine learning used for breast cancer prediction. Section 
IV discusses the results, and section V concludes the research. 

 
B. Literature Review 
In this research, researchers used Computer-Aided Diagnosis or Detection 

(CAD) systems to predict breast cancer. Researchers used several machine learning 
algorithms to train CAD systems. The algorithms included the Random Forest 
algorithm, K Nearest Neighbor algorithm, Support Vector Machine, and Gradient 
Boosting. According to the trained dataset, the most accurate algorithm among the 
previous algorithms was the Random Forest algorithm, which used both classifying 
and regression methods. It gave the highest accuracy rate of more than 70% [6]. This 
research used the genetic programming (GP) technique to select the best features 
and perfect parameter values for the machine learning classifiers. GP aimed to 
resolve the hyper parameters problems, which are those parameters that cannot 
estimate from the data. Breast cancer detection was the study of the research. The 
present technique proceeded in different experiments using the breast cancer 
dataset. By combining feature preprocessing methods and classifier algorithms, GP 
found the best model with the highest accuracy rate among eleven algorithms: K 
neighbors, Decision tree, Random forest AdaBoost classifier, Gradient boosting, 
Gaussian NB, Linear discriminant analysis, Quadratic discriminant analysis, Logistic 
regression, and Extra trees. The most accurate algorithm was the Extra Tree 
classifier 97.34% accurate [7]. 
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Researchers in this study attempted to develop a Hierarchical Clustering 
Random Forest (HCRF) model. This model measures the similarities among decision 
trees and clusters them hierarchically. It constructs the hierarchical clustering 
random forest with low similarity and high accuracy. The Variable Importance 
Measure (VIM) method has optimized the selected feature number for breast cancer 
prediction. Researchers tested the HCRF algorithm on two different datasets, and 
results showed the highest accuracy rate with 97.05% and 97.76% compared to 
Decision Tree, Adaboost, and Random Forest algorithms [8]. A novel model has been 
used in this study to predict breast cancer. This model combined K-means and the 
Gaussian mixture model (GMM). It was a hybrid combination of segmentation and 
detection models. Several kinds of breast images, including Normal, Benign, and 
Malignant, were segmented and classified using this technique. The proposed model 
approved its effectiveness among several algorithms. The hybrid model had the 
highest accuracy rate of 95.5% [9]. 

Furthermore, this research also used a novel model to classify breast cancer 
patients based on their subtypes and survival rates. Researchers created a 
multiplatform network called the Multimodal Auto encoders (MAE) classifier. DNA 
methylation, gene expression (GE), and miRNA expression were the features to 
classify breast cancer. Testing results showed that the proposed model scored the 
highest rates on predicting breast cancer subtypes and survival rates among several 
models, but the top three models after MAE were support vector machine (SVM), 
Gradient Boosting Trees (GBT), and Random Forest (RF). The accuracy results of the 
model were 91% and 86% for subtypes prediction and survival prediction, 
respectively [10]. This study [11] presented five machine-learning techniques for 
predicting breast cancer. The algorithms were support vector machine (SVM), K-
nearest neighbors, random forests, artificial neural networks (ANN), and logistic 
regression. The highest accuracy rate was by ANN of 98.57%. The Random Forest 
and logistic regression were the second-best models by 95.71%.  

On the other hand, the authors of this study [12] used several methods, such as 
K-means and Spectral Clustering (SC) algorithms, to cluster two different datasets. 
Then, they used Support Vector Machines (SVM), Decision trees, and Random tree 
algorithms for prediction. SVM scored the highest accuracy rate of 96.5% on the 
WCDB dataset and 78.7% on the WPBC. In this research [13], the authors applied a 
class weight function to balance the dataset. After that, they developed a model using 
the logistic regression algorithm for prediction. The results showed that the model 
scored a high accuracy rate of 98.2%. 

According to the review, the previous works used the Wisconsin breast cancer 
dataset with all attributes. This research proposes a method to reduce the features 
used for prediction in the WCDB dataset. 

 
C. Research Method 

This section discusses the processes of selecting features from the dataset and 
using several models for testing it. Figure 1 displays the flowchart outlining the steps 
in this research. 
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Data preprocessing 

This research used the Wisconsin Diagnosis of Breast Cancer (WDBC) dataset 
from the machine learning repository of UCI [14]. The WDBC database contains 569 
instances. Each instance consists of 30 real-value attributes and a class label. The 
dataset features were from a digitized image of an FNA of a breast mass, which 
describes the traits of the cell nuclei [15]. Table 1 shows the dataset description. 

 

 
Figure1. Flow diagram for the breast cancer prediction 

 
Table1. WDBC Dataset Description 

Attribute Description 
Radius Mean, standard Error, worst area 
Texture Mean, standard Error, worst area 

Area Mean, standard Error, worst area 
Perimeter Mean, standard Error, worst area 

Smoothness Mean, standard Error, worst area 
Compactness Mean, standard Error, worst area 

Concavity Mean, standard Error, worst area 
Symmetry Mean, standard Error, worst area 

Fractal dimension Mean, standard Error, worst area 
Concave points Mean, standard Error, worst area 

 
Selecting the most featured attributes is critical in breast cancer prediction 

because it provides clinical information that can help decision-making. Therefore, 
this research used the Extra Trees method to calculate the importance of all 
attributes and rank them according to their weight of importance [16]. The Extra 
trees generate multiple individual decision trees from the whole training dataset. It 
selects a random split to divide the parent node into two random child nodes. This 
process repeats in each child node until reaching the leaf node [16, 17]. The 
predictions of all the trees are combined to set the final prediction through a 
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majority vote [18]. For feature selection, for each feature, the Gini importance is 
computed. Gini Index shows the probability of category inconsistency of two 
samples randomly selected from the subset after node split [19]. The smaller Gini 
index, the higher the purity of the subset is. The mathematical formula of the Gini 
index is: 

𝐺𝑚 = ∑ 𝑃𝑚𝑐(1 −  𝑃𝑚𝑐)𝐶
𝐶=1  (1) 

 
C represents the number of categories on the training set, and P represents the 
probability of a classification c at node m.  
The feature importance of the N feature at node m is calculated by: 
 

𝐼𝑗𝑚=𝐺𝑚−𝑤𝐿   𝐺𝐿−  𝑤𝑅   𝐺𝑅
 (2) 

 

𝐺𝐿 and 𝐺𝑅 are the "Gini Index'' of the left and right nodes after node m split, 
respectively. 𝑤𝐿 and 𝑤𝑅 represent the number of weighted samples reaching the left 
and right nodes after node m split, respectively. 
Each feature displays in descending order according to the Gini importance of each 
attribute. Finally, the user selects the top k features according to his; or her choice 
as input for the classification model.  
Three models will test the modified dataset for prediction: Random Forest, Logistic 
Regression, and Support Vector Machine (SVM). 

Random Forests Classifier 

Random forests are groups of classification and regression trees, which are 
simple models using binary splits on predictor variables to locate outcome 
predictions. Many classification and regression trees are formed in the random 
forest setting using randomly chosen training datasets and random selections of 
predictor variables for modeling outcomes. The scores from each tree are combined 
to create a prediction. The random forest has a significant advantage in prediction 
modeling; it can handle datasets with multiple predictor variables [20].  

Logistic Regression  

This method predicts a categorical dependent variable's output. Therefore, the 
result must be a categorist or discrete value. True or false, 0 or 1, or Yes or No are 
all possible outcomes. It gives the probabilistic values which lie between 0 and 1. 
Except for how they are applied, it is similar to linear regression. Linear regression 
is utilized for solving Regression problems, while Logistic regression is for solving 
classification problems [21]. 

Support Vector Machine (SVM) 

It is a supervised learning technique employed in problems involving 
classification and regression. It consists of theoretical and numeric functions to 
solve most regression problems. It is a powerful machine-learning technique based 
on 3D and 2D models [16, 20]. The classification formula of SVM is: 

 

𝑚𝑎𝑥𝛼 [∑ −
1

2

𝑛
𝑖=1 ∑ 𝛼𝑖

𝑛
𝑖,𝑗=1 𝛼𝑗𝑦𝑖𝑦𝑗𝐾(𝑥𝑖𝑥𝑗)]       (3) 

With restrictions: 
∑ 𝛼𝑖𝑦𝑖 = 0,0 ≤  𝛼𝑖  ≤𝑛

𝑖=1  𝐶, 𝑖 = 1,2, … , 𝑛 (4) 
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Where 𝛼 presents the parameter vector for the classifier hyperplane, C is the penalty 
parameter that controls the number of misclassifications, xi is the real-valued n-
dimensional input vector, and 𝑦𝒊 presents the class label associated with the training 
vector [22]. 

Evaluation measures 

The confusion matrix evaluates the performance of the classifiers. It divides 
the samples into two categories: Positive and Negative, according to the model 
prediction and the fact. True positive (TP) and true negative (TN) represent data 
that are correctly classified, whereas false positive (FP) and false negative (FN) 
represent data that are incorrect in classification. These measures can be collected 
to analyze the accuracy, precision, recall, and F1 score, which will be the metrics of 
this paper [23]. Table 2 shows the model performance measures. 

 
Table2. Models Performance Measures 

Measure Formula 

Accuracy 
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐓𝐍 + 𝐅𝐏 + 𝐅𝐍
 

Precision 
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
 

Recall 
𝐓𝐏

𝐓𝐏 + 𝐓𝐍
 

F1 score 𝟐 ∗
𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 ∗ 𝐫𝐞𝐜𝐚𝐥𝐥

𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝐫𝐞𝐜𝐚𝐥𝐥
 

 
The Random Forest, SVM, and Logistic Regression are set in training and testing 

the dataset of WCDB using Python, utilizing the Sci-kit learn libraries of the models 
in Jupyter Lab editor. 
 
D. Result and Discussion 

In the research experiments, firstly, the implementation of feature selection 
using the Extra tree method. Figure 2 displays the attribute ranking for the breast 
cancer dataset using the extra trees model. According to the diagram, the 
attributes:(smoothness_se,smoothness_mean,smoothness_worst,symmetry_se,sym
metry_worst,symmetry_mean,fractal_dimension_se,fractal_dimension_mean, 
fractal_dimension_worst) removed from the dataset. Therefore, the dataset now 
includes 569 instances and 24 features; one of them is the label that includes two 
classes: Malignant (M) and Benign (B). Secondly, I used the standard Scaler function 
to scale the numeric values of the selected features into the same range and remove 
outliers [24, 25]. 

SVM, Random forest, and Logistic Regression trained and tested the dataset 
with the selected features. Table 3 displays the testing experiments of the models on 
the original dataset. Then, I divided the new dataset into 70% for training and 30% 
for testing. According to the testing results, SVM performed the best among the other 
proposed models in precision, recall, F1 score, and accuracy with 97%, 99%, 98%, 
and 98%, respectively. Furthermore, SVM performed better compared to its 
performance on the original dataset, as shown in Table 4.  

On the other hand, the Random forest performed the same on both datasets with 
a 96% accuracy rate. Linear regression had little better results on the original 
dataset by 0.5% compared to its performance on the selected features. Also, some 
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previous studies tested the WCDB dataset using different models; Table 5 displays 
the details. 

 

 
Figure2. Feature importance using Extra Trees on breast cancer dataset 

 
Table3. The Performance of Different Models on The Original WCDB Dataset 

Model Precision Recall F1 score Accuracy 

SVM 97% 98% 98% 97% 

Random Forest 98% 96% 97% 96.4% 

Logistic Regrisssion 97% 97% 97% 96% 

 
 

Table4. The Performance of Different Models on The WCDB Dataset with The Selected Features 

Model Precision Recall F1 score Accuracy 

SVM 97% 99% 98% 98% 

Random Forest 98% 96% 97% 96.4% 

Logistic Regrisssion 95% 98% 97% 95.9% 

 
 
 

Table5. Comparison of Accuracy with other Models on WCDB Dataset 

Reference Year Model Accuracy rate 

[6] 2019 Random Forest 70% 

[7] 2019 Extra Tree 97% 
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[10] 2019 MAE 91% 

[11] 2020 ANN 98% 

[19] 2021 HCRF 97% 

[9] 2021 K-means and GMM 95.5% 

[12] 2022 SVM 96.5% 

[13] 2023 Logistic regression (class weight function was 

used) 

98% 

This work 2023 SVM (Extra Tree was used to select features) 98% 

 
From the table, it is clear that our suggested models, which used Extra trees as 

a feature selection method, performed the best. 
 
E. Conclusion 

This research predicted breast cancer from the WCDB dataset using several 
models. The study aimed to reduce the features on the dataset to predict the disease; 
the Extra tree was the method for feature selection. Several models tested the 
dataset before and after feature selection. The models included SVM, Random 
Forest, and Logistic Regression. The testing results showed that the feature selection 
process improved the performance of the models. SVM achieved the highest rates 
among the other models, and also, compared to its performance on the original 
dataset. Since the study used the WCDB dataset, the results may not apply to other 
cases. Studies should look at other clinical datasets, prediction models, and feature 
selection methods in the future. 
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