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Due to its widespread perception as a crucial element of the Internet of the 
future, the Internet of Things (IoT) has garnered a lot of attention in recent 
years. The Internet of Things (IoT) is made up of billions of sentients, 
communicative "things" that expand the boundaries of the physical and 
virtual worlds. Every day, such widely used smart gadgets generate 
enormous amounts of data, creating an urgent need for rapid data analysis 
across a range of smart mobile devices. Thankfully, current developments in 
deep learning have made it possible for us to solve the issue tastefully. Deep 
models may be built to handle large amounts of sensor data and rapidly and 
effectively learn underlying properties for a variety of Internet of Things 
applications on smart devices. We review the research on applying deep 
learning to several Internet of Things applications in this post. Our goal is to 
provide insights into the many ways in which deep learning techniques may 
be used to support Internet of Things applications in four typical domains: 
smart industrial, smart home, smart healthcare, and smart transportation. 
One of the main goals is to seamlessly integrate deep learning and IoT, 
leading to a variety of novel ideas in IoT applications, including autonomous 
driving, manufacture inspection, intelligent control, indoor localization, 
health monitoring, disease analysis, and home robotics. We also go over a 
number of problems, difficulties, and potential avenues for future study that 
make use of deep learning (DL), which is turning out to be one of the most 
effective and appropriate methods for dealing with various IoT security 
concerns. The goal of recent research has been to enhance deep learning 
algorithms for better Internet of Things security. This study examines deep 
learning-based intrusion detection techniques, evaluates the effectiveness of 
several deep learning techniques, and determines the most effective 
approach for deploying intrusion detection in the Internet of Things. This 
study uses Deep Learning (DL) approaches to better expand intelligence and 
application skills by using the large quantity of data generated or acquired. 
The many IoT domains have drawn the attention of several academics, and 
both DL and IoT approaches have been explored. Because DL was designed 
to handle a variety of data in huge volumes and required processing in 
virtually real-time, it was indicated by several studies as a workable method 
for handling data generated by IoT. 
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A. Introduction 
With the rise of IoT technology, machine-to-machine and person -to-machine 

communication became more efficient and intelligent. Thus, smart items making 
life more pleasant and allowed us to control anything (Jose and Jose 2021). Using 
embedded devices, communication technologies, Internet protocols, data analytics, 
and more, IoT aims to make everyday items smart (Al-Fuqaha et al. 2015). IoT is 
predicted to provide various business possibilities and boost IoT-based service 
development. Based on McKinsey's IoT worldwide economic effect research 
(Manyika et al. 2013), the 2025 economic effect of IoT would be $2.7 to $6.2 
trillion. Healthcare accounts for 41% of the IoT market, followed by industrial 
(33%), and energy (7%). Transportation, agriculture, urban infrastructure, 
security, and retail account for 15% of the IoT market. These predictions indicate 
rapid expansion of IoT services, data, and the linked industry in the next years 
(Banaamah and Ahmad 2022). Malicious actors may use this expansion to 
compromise data privacy, integrity, and availability. Cybersecurity protects data, 
privacy, and networks against illegal access. IoT security has become more 
important as more apps reliant on connected devices are created (Thakkar and 
Lohiya 2021),(Li et al. 2021). One of the hardest IT research areas is cybersecurity 
(Zhang et al. 2021),(Lee 2020). All parts of society are being affected by IoT and 
smart gadgets (Tahaei et al. 2020), such as smart hospitals, smart homes, 
intelligent vehicles, intelligent distributed networks (Pecori 2012), smart 
manufacturing industries, smart grids (Bonetto et al. 2020), and smart virtual 
learning environments (Pecori 2019). However, the broad use of such a disruptive 
technology raises security concerns due to the massive data streams from/to 
smart devices. Many IoT applications need security and precise authentication 
(Calabretta, Pecori, and Veltri 2018),(Calabretta, Pecori, Vecchio, et al. 2018) and 
classification techniques (Pecori et al. 2020) in turn, together with sufficient 
confidentiality and integrity measures. Due to the extensive usage of IoT devices, 
criminal acts might affect Internet security and strength. A particular botnet called 
‘Mirai’ has recently affected widespread distributed denial of service (DDoS) 
assaults employing IoT equipment (Bertino and Islam 2017), (Kolias et al. 
2017).(Bharati and Podder 2022). The Mirai virus (malware) (Perrone et al. 2017) 
is a clarified example of a cyber-attack. launched by the IoT (Perrone et al. 2017) 
illustrates the disruptive power of such harmful actions and the need for adequate 
countermeasures (Aversano et al. 2021). For any type of data use and flow 
between different devices and cloud storage. This decade's most contentious 
issues are mesh-up DL and IoT research evaluations. IoT devices pose security 
risks. Additionally, IoT stages generate a lot of relevant data. A serious privacy gap 
may arise if this information is not processed and transferred securely. 
Authentication, encryption, application security, network security, and access 
control are insufficient and difficult for large systems with many connected 
schemes. Everything on the IoT platform is vulnerable. There might be a number of 
causes for the privacy and security problems, including threats, assaults, and other 
weaknesses. Threats and weaknesses add up to create risk. Risk is the incapacity to 
prevent threats from destroying or damaging a system or information by taking 
advantage of the weakness. It is what happens when weaknesses and dangers 
combine. A system is at risk if it has threats and vulnerabilities. A purposeful or 
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unintentional action mechanism that exploits a security flaw in the system to cause 
a security breach or adverse effect on it is called a threat (Abomhara and Køien 
2015),(Alaba et al. 2017). Similarly, assaults may also have a significant negative 
effect on the security of the system by interfering with regular operations via the 
use of various tools and methods to exploit weaknesses. Information that has been 
altered, deleted, or removed without authorization poses a security risk. Assaults 
come in a variety of forms, including physical, denial-of-service, access, and privacy 
assaults (Abomhara and Køien 2015). Hardware, software, rules, and users may 
constitute vulnerabilities or liabilities. Hardware vulnerability linked to 
compatibility and interoperability is difficult to discover and remedy. Operating 
systems, applications, and controls have software weaknesses (Abomhara and 
Køien 2015). However, despite DL's remarkable achievements in a number of 
fields, many elements remain unexplained. When using complex and 
computationally costly deep learning algorithms, some simple DL techniques 
provide comparable outcomes. Whether transferability can help us clarify the 
features or hierarchies in deep learning models is still up for debate. Even if 
multiple DL models may provide comparable results from the same inputs, we are 
unable to attack different deep learning algorithms with the same evasion 
strategies. Stated differently, we may use these transferability features to 
safeguard DL models (Lin, 2020). DL is a branch of ML that translates 
discriminating or generative pattern analysis functions into abstractions utilizing 
different non-linear layers of computing. Since DL techniques have the potential to 
capture hierarchical pictures in deep architecture, they often identify as 
hierarchical learning techniques. The way that human neurons and the brain 
perceive impulses is what drives the operational theory of deep learning. In the 
last several years, DL has emerged as a crucial area of research for IoT systems (Li, 
Ota, and Dong 2018), (Shadroo, Rahmani, and Rezaee 2021), (Rahman and Hossain 
2021). The major benefit of DL over standard machine learning is its performance 
on large datasets. IoT systems generate plenty of data, therefore DL approaches 
work well. Additionally, DL provides dynamic data representations (Liang et al. 
2020). DL techniques allow for deep connectivity inside the IoT ecosystem. 
(Fadlullah et al. 2017). Deep connection is a single protocol that automates IoT 
computer and application communication. For instance, IoT gadgets automatically 
communicate to create a fully intelligent house (Li et al. 2018). DL techniques use a 
multi-layered computational paradigm to acquire varying levels of data structure 
abstraction. State-of-the-art procedures have been substantially advanced by DL 
techniques as compared to standard ML approaches (LeCun, Bengio, and Hinton 
2015), (Bharati, Podder, and Mondal 2020) 
 
B. Related Works 

DL approaches depend on data sources. We need additional data to improve 
DL for IoT because to a scarcity of large datasets. IoT applications also struggle to 
create raw data for DL models. For better results, several DL algorithms need data 
preparation. IoT applications need extensive preprocessing because they deal with 
data from several sources with varying formats and distributions and missing data. 
Data collecting system use is a crucial research issue. The quantity and deployment 
of sensors affect data quality. Even with a good model design, you need a data 



  ISSN 2549-7286 (online) 

Indonesian Journal of Computer Science   Vol. 13, No. 2, Ed. 2024 | page 2096   

gathering module for the complete IoT system. Model should be more dependable, 
cost-effective, and trustworthy. IoT security is the largest difficulty since we gather 
data from multiple sources. In many IoT applications, data privacy and 
confidentiality are key concerns since huge data is provided for review online, 
making it available globally. Some programs employ anonymization, although it 
may be abused and re-identified. Since DL models learn raw data features, they 
may profit from incorrect data streams. DL models must be updated utilizing 
approaches for irregular or faulty data. As shown in Table 1. 

 
Table 1. Review Of Recent Surveys Concerning Deep Learning Approaches 

for IOT Security 

Ref Title 
Publication 

Venue 
Year 

Syst. 

Review 

DL 

Focused 

IOT 

Focused 

Datasets 

Descriptio

n 

No. 

Considered 

Attacks 

Issues 

(Kuruva 

Lakshmann

a et al. 
2022) 

A Review on Deep 
Learning Techniques 

for IoT Data 

Electronics 2018 No Partially Yes No It depends Yes 

(Hassaan 

Khalid et 

al. 2023) 

A Brief Overview of 

Deep Learning 
Approaches for IOT 

Security 

Elsevier 2023 No Partially Yes YES 6 Yes 

(Elsayed, 

Elsayed, 
and 

Bayoumi 

2023) 

IOT Botnet Detection 
Using an Economic 

Deep Learning Model 

IEEE 2023 No Partially Yes Yes It depends Yes 

(Tang, Jie, 

Dawei Sun 

2017) 

Enable Deep Learning 
on IOT Devices 

IEEE 2017 Yes Partially No YES 1 Yes 

(Alkahtani 

and 

Aldhyani 
2021) 

Intrusion Detection 
System to Advance 

Internet of Things 

Infrastructure-Based 
Deep Learning 

Algorithms 

Elsevier 2021 Yes Partially No YES 1 Yes 

(Mohamma
di et al. 

2018) 

Deep learning for IoT 
big data and streaming 

analytics: A survey 

IEEE 2018 No Partially Yes Yes It depends Yes 

(Almutairi 
and 

Abdulghani 

Alshargabi 
2022) 

Using Deep Learning 
Technique to Protect 

Internet Network from 

Intrusion in IOT 
Environment 

Elsevier 2022 No Partially Yes Yes 5 Yes 

(Banaamah 

and Ahmad 

2022) 

Intrusion Detection in 

IOT Using Deep 

Learning 

Sensor 2022 No Partially Yes Yes It depends Yes 

(Bharati 

and Podder 

2022) 

Machine and Deep 

Learning for IoT 

Security and Privacy: 
Applications, 

Challenges, and Future 

Directions 

Elsevier 2022 No Partially Yes Yes 8 Yes 

(Ma et al. 

2019) 

A survey on deep 
learning empowered 

IoT applications 

IEEE 2019 No Partially Yes Yes It depends Yes 

(Salunkhe 

Madhav 
Jagannath 

et al. 2023) 

Implementation of 
Machine Learning and 

Deep Learning for 

Securing the Devices 
in IOT Systems 

Research 
Gate 

2023 No Partially Yes Yes It depends Yes 

(Bakhsh et 

al. 2023) 

Enhancing IoT 

network security 

through deep learning-
powered Intrusion 

Detection System 

Research 

Gate 
2023 No Partially Yes Yes It depends Yes 
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(Karne et 

al. 2022) 

Applications of IoT on 
Intrusion Detection 

System with Deep 

Learning Analysis 

Research 

Gate 
2022 No Partially Yes Yes It depends Yes 

 
C. IoT Architecture 

This section describes common IoT systems and their primary security risks. 
IoT revolutionized our civilization by turning ordinary objects into smart ones 
using technology for communication, protocols for the Internet and applications, 
and edge and ubiquitous computing paradigms (Al-Fuqaha et al. 2015). All IoT 
systems link many heterogeneous devices, which use machine-to-machine, human-
to-human, and human-to-machine communication patterns(Alaba et al. 2017), 
Figure 1 depicts all IoT architectures. The graphic shows that IoT designs typically 
have three functional layers: perception or physical, network or communication, 
and application, which may be further divided. Each level is briefly described in the 
subsections that follow, with special attention paid to the specific sub-layers that 
each level may consist of. 

This area's foundation is highlighting the overall quality of IoT systems as 
well as issues that may arise.  

• Through connectivity via edge and cloud computing, the Internet of Things 
transforms civilization from a backward to a forward-thinking one.  

• patterns of devices that enable heterogeneity, such as system to person, 
person to system, or system to system are intended to be changed and connected 
by Internet of Things technologies. 

• IoT architectural pieces summarized in terms of the three OSI levels 
a) Physical layers  
b) Network layer  
c) Application  
and split even more (Al-Garadi et al. 2020). 
3.1 Physical Layer: The physical layer's responsibility is to handle practical 

tasks including perception, data collection and processing, and evaluation. 
• Action in the physical world is enabled via sensors and actuators. 
• Bluetooth, IEEE, Wi-Fi, and NFC are needed for physical layer IoT 

connectivity. 
IoT sensors have limited battery life and computational power, making them 

devices with restricted resources. A significant portion of large data and streams of 
big data (Pecori, Ducange, and Marcelloni 2019) This IoT layer is precisely what 
floods existing IT systems with data; yet, because these data are raw, accurately 
comprehending them is essential to creating a context-aware IoT system (Sethi, 
Sarangi, and others 2017). It is true that there are many advantages to having a 
solid grasp of the big data related to IoT, but this is often the responsibility of the 
application layer. 

3.2 Network Layer: Because it coordinates data transfer across levels and 
bridges application and network layers, this layer may discover communication 
and computation difficulties. 

The network layer is kindly regarded as the internet layer, hence certain 
problems occur while distributing internet connections: 

• Give trillions of devices distinct IP addresses. 
• IPv6 class-less addressing solved it. 
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• The size of the packets to be sent presented the second difficulty. 
• The resolution was achieved by using precise internet protocol and the 

compression technique 6LoWPAN (Thubert et al. 2017). 32-bit address space to a 
128-bit address space. 

This layer includes middleware functions as well as communication 
capabilities. In reference to the former, it is still necessary to give serious thought 
to how limited IoT devices are. Giving each of the billions of Internet-connected 
smart gadgets a unique IP address is one of the biggest issues at this layer. Utilizing 
the IPv6 addressing method, this problem may be gradually eased. One other issue 
with network layer communications is the size of the packets being sent. This will 
be resolved by implementing appropriate protocols, such 6LoWPAN, that can 
provide timely compression capabilities. Routing functions are impacted by a third 
problem, which arises from the need for routing protocols to enable the mobility 
and flexibility of smart objects while accounting for the finite memory of sensors. 
RPL (Routing Protocol for Low-Power and Lossy Networks) is one of the 
developed solutions; it is a routing protocol designed for wireless networks that 
are low power and often prone to packet loss. It is a distance vector-based protocol 
that supports both multi-hop many-to-one and one-to-one communications. It 
typically operates over IEEE 802.15.4 channels (Winter et al. 2012).  

3.3 Application Layer: The uppermost layer is user-controlled. The 
application layer manages consumer-related business analytics and business 
intelligence standards to enhance the country's socioeconomic outlook. 

IoT architecture guides the development of IoT applications, such as:  
• Smart Agriculture 
• Smart transportation  
• Automated supply chain. Regarding the Fourth Industrial Revolution 
Big data analytics is the term used to describe the comprehensive 

examination of the vast quantity of important data that IoT devices at the physical 
layer have acquired. These data have a large volume, rapid generating speed, and 
several forms (Ducange, Pecori, and Mezzina 2018). To get actionable insights 
from this data, big data analytical techniques must be included into the entire IoT 
architecture. Machine learning algorithms may be quite helpful in extracting value 
and turning this large data into actionable information. 

 

 
 

Figure1. The three-layered IOT security architectural framework (Azumah et al. 
2021) 
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D. Literature Review 

4.1 IoT Threat 
The Internet of Things (IoT) is a collection of diverse sensing systems that 

are connected to one another over a local area network (LAN) (Hussain et al. 
2020). Because end devices have access to more capabilities than conventional 
networks do, the hazards associated with the Internet of Things are different (Jing 
et al. 2014). The conventional Internet uses sophisticated computers and servers 
with plenty of resources, whereas the IoT uses basic hardware with limited 
memory and computational capacity. Real-world IoT devices cannot use 
multifactor authentication and dynamic protocols like normal networks. IoT 
wireless technologies like ZigBee and LoRa are less secure than conventional 
networks. A lack of a consistent operating system and functionality in IoT 
applications has led to different data contents and formats, making a unified 
security procedure difficult (Makhdoom et al. 2018). These weaknesses generate 
IoT security and privacy issues. Attacks increase with network growth. IoT 
networks are more susceptible than office or enterprise networks because they 
lack firewalls. Multi-vendor IoT systems that share data sometimes use a variety of 
wavelengths and protocols from various vendors. Connecting such devices is 
complex, requiring a trusted third party as a bridge (Brass et al. 2018). Many 
publications also question how billions of smart gadgets get app upgrades 
(Fernández-Caramés and Fraga-Lamas 2018), (Lee and Lee 2017). Small computer 
resources limit an IoT device's capacity to handle sophisticated threats. Lastly, IoT 
flaws might be crucial or pervasive. Although IoT vulnerabilities like battery 
depletion attacks, lack standards, and insufficient confidence are unique, internet-
inherited weaknesses may be generic. Many IoT dangers have been found and 
classed (Mishra et al. 2018), (Butun, Österberg, and Song 2019),(Xiao et al. 2018). 
We discuss the issues that have been raised most often about the Internet of 
Things in the last ten years and attempt to group them according to privacy and 
security concerns. Basic concepts like privacy and security may improve network 
availability (Brewczyńska, Dunn, and Elijahu 2019),(Yuen 2019). Data on the 
internet of things may take many different forms, such as a user's identifying 
information, a command sent to a vehicle via a key fob, or a visual conversation 
between two individuals. Unauthorized disclosure of data may result in a breach of 
data availability, integrity, or security. A danger is considered a privacy threat if it 
jeopardizes confidentiality. Security threats put network stability and data 
confidentiality at risk (Bharati and Podder 2022). The several kinds of threats are 
crucial, as listed below: 

4.1.1. Privacy threats  
• Two forms of man-in-the-middle attacks exist: passive and active. 
• Data privacy with MiTM attacks—passive and active. 
4.1.2 Security threats  
• MalwareOne of the most common attacks involves injecting and executing 

malicious code into IoT devices by exploiting vulnerabilities. 
• Man-in-the-Middle. Early cyber risks included man-in-the-middle (MiTM) 

attacks (Bharati and Podder 2022). Impersonation and spoofing are examples of 
MiTM attacks. 
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• DDOS/DOS: Through public nodes, attackers attempt to use users' internet 
resources and bandwidth. 

4.1.3. Other threats to privacy and security 
 • One kind of danger that is often impossible for a cyberattack to occur is 

physical harm or devastation. 
 • Cyber threat is classified as active threats, and passive threats.  
(S M Jagannath et al. 2023) The many dangers that might arise in Internet of 

Things systems are shown in Figure 2.  
 

 
Figure 2. Kinds of threats in IOT 

 
4.2 Deep Learning 
DL uses multiple layers of Artificial Neural Networks (ANNs) to learn 

hierarchical representations in deep structures. DL architectures have several 
processing layers. Based on input layer data, each layer might respond non-
linearly. The human brain's and neurons' signal processing methods are mimicked 
in DL's functioning. Compared to other conventional machine learning techniques, 
deep learning architectures have garnered more attention in the last several years. 
These methods are regarded as restricted subsets of shallow-structured learning 
architectures (DL). Figure 4 displays the Google trends search trend of five major 
machine learning algorithms, with DL rising in popularity. The notion of deep 
belief networks was developed by G. Hinton et al. in 2006, kicking off the DNN 
movement (Hinton and Salakhutdinov 2006). Subsequently, the technology's 
cutting-edge capabilities have been noted in several AI domains, such as picture 
identification, image recovery, information retrieval and search engines, and 
natural language processing. ANNs have been the foundation for the development 
of DL approaches. Neural Networks with Feed-forwarding (FNNs) (Svozil, 
Kvasnicka, and Pospichal 1997)(a.k.a Multilayer Perceptrons - MLPs) have been 
used to train systems for decades, but adding layers makes them harder to learn 
(Schmidhuber 2015). Another cause of overfitted models was small training data. 
Back then, computing resources limited the construction of efficient deeper FNNs. 
Recent technology improvements, especially GPUs and hardware accelerators, 
have addressed these processing restrictions. In addition to hardware and 
structural breakthroughs, DL approaches have benefitted from successful deep 
network training algorithms, such as: 

• Utilizing Rectified Linear Units (ReLUs) as activation function (Glorot, 
Bordes, and Bengio 2011), 

• Introducing dropout methods (Hinton et al. 2012),  
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• Random initialization for the weights of the network (Sutskever et al. 
2013), 

 • Addressing the degradation of training accuracy by residual learning 
networks (He et al. 2016),  

• Improving Long Short-Term Memory networks to solve vanishing and 
ballooning gradient problems (Hochreiter and Schmidhuber 1997), (Mikolov et al. 
2014). 

One benefit of DL architectures over regular ANNs is their ability to extract 
latent characteristics from unprocessed data (LeCun et al. 2015). Based on the 
preceding layer's results, each layer trains features. Since they collect and 
recombine information from preceding layers, the innermost layers may detect 
more complex features. This is featuring hierarchy. For example, a face recognition 
model receives portrait picture data as vectors of pixels in its input layer. The first 
hidden layer recognizes lines and edges, the second identifies facial components 
like noses, eyes, etc., and the third integrates all the prior characteristics to form a 
face. DL models' purported gains are based on empirical assessments, and there is 
no analytical basis for why they beat shallower methods. The number of hidden 
layers does not distinguish deep from shallow networks. Deep models include two 
or more hidden layers and use complex training techniques. Recurrent neural 
networks with one hidden layer are deep because their units contain a cycle that 
can be unrolled to a deep network (Mohammadi et al. 2018) . 

 
4.3 Deep Learning Techniques  
Stakeholders must understand the IoT and big data's core concepts, promise, 

and difficulties. IoT is a key generator and a target for Big Data research to 
improve IoT operations and services (Al-Fuqaha et al. 2015). IoT Big Data 
Research also shows its social benefit. IoT data differs from big data. We must 
study IoT data qualities (Chen et al. 2014) How they differ from typical big data for 
IoT data analytics. This article discusses the benefits of DL over standard ML 
approaches in IoT applications (Ma et al. 2019),(Rodrigues et al. 2022). DL can 
generalize the dynamic relationship of large raw data in IoT applications better 
than ML. DL models perform better in big data because their depths and 
architectures, including convolutional architectures, affect their ability to process 
data. Common learning models can easily be overwhelmed by a flood of data. Deep 
learning can automatically discover successful characteristics from raw data 
without manual implementations. DL models are more sentient than previous ML 
methods in recent years. Google trends reveal that DL is becoming more popular 
among ML techniques like random forest, k-means, SVM, and decision tree (Figure 
3). Figure 4 demonstrates that CNN became the most used DL technique according 
to Google trends.  
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Figure 3. Recent Google trends indicate increased interest in DL 
 

 
Figure 4. Recent Google trends reflect increasing CNN interest. 

 
Deep learning is a new multilayer neural network method. It transformed 

machine learning, advancing artificial intelligence and human–computer 
interaction. They tested CNN and DBN on MNIST and real-world handwritten 
character databases and found 99.28% and 98.12% accuracy (K Lakshmanna et al. 
2022). In spite of its complexity and variety of user data, researchers (Khosravy et 
al. 2022) We suppose the MIA in a semi-white box situation where system model 
structures and parameters are known but user data is not, and show that it is a 
severe concern even for a deep-learning-based face recognition system. Power 
plants' lifespan effects on GEP are examined in this article (Dehghani et al. 2021). 
Deep learning is also used for time series forecasting. DL has sophisticated 
knowledge-boosting algorithms that can analyze lots of unstructured data 
(Zantalis et al. 2019). These methods are suited for huge data management and 
computer-intensive tasks including picture pattern recognition, speech 
recognition, and analysis. DL requires significant computer capabilities and takes 
time in the model training cycle, which has been a major hurdle. DL activities that 
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demand more CPU power are often done with efficient GPUs. In the age of big data, 
DL is a prominent data processing and modeling method (Ma et al. 2019). DL uses 
a limited number of layers with certain properties. Before applying DL, 
functionality is automatically calculated and feature computation and extraction 
are not needed. DL also presents several network architectures. The goal of the 
authors (Hussain and Park 2021),(Hussain et al. 2022) EEG characteristics will be 
quantified to better understand task-induced neurological deficits caused by 
stroke and to analyze biomarkers to identify ischemic stroke patients from healthy 
people. In training and predicting, DL models often outperform ML techniques in 
two ways (Mohammadi et al. 2018). They first reduce human training and then 
delete elements that may be unclear to humans (LeCun et al. 2015). DL approaches 
boost accuracy. DL, In the next subsections, we will outline the major deep neural 
network types uncovered in our systematic review (Kuruva Lakshmanna et al. 
2022). 

4.3.1 Unsupervised Deep Neural Networks 
Unlabeled data collecting is simple. To handle enormous unlabeled data, 

unsupervised learning must be used with traditional approaches. The training may 
use stacked RBMs or autoencoders for stable initialization, back propagation, and 
global fine-tuning. 

4.3.1.1 Restricted Boltzmann Machines  
Restricted Boltzmann machines (RBMs) (Fischer and Igel 2012) are 

stochastic neural network-like probabilistic graphical models. RBMs express 
output stochastically with m visible units for observable data and n hidden units 
for collections between observed variables. Two-level RBM with m visible and n 
hidden variables is shown in Fig. 5. Successful dimensionality reduction and 
collaborative filtering by RBMs (Salakhutdinov, Mnih, and Hinton 2007). A Deep 
Belief Network (DBN) forms a deep learning model by stacking RBMs (Hinton, 
Osindero, and Teh 2006), A greedy learning algorithm trains it layer-by-layer, and 
the contrastive divergence (CD) approach updates the weights. Neural networks 
trap in non-convex function local optima, resulting in poor performance (DE 
1986). DBN builds models using unsupervised pre-training and supervised fine-
tuning. The former learns data distributions using unlabeled data, while the latter 
fine-tunes with labeled data to find the best answer (Hinton and Salakhutdinov 
2006). 

 

 
  

Figure 5. An RBM with n hidden variables and m displayed variables. 
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4.3.1.2 Autoencoder  
An autoencoder (Anon 2020) A neural network that copies its input to its 

output. In contrast to RBMs, autoencoders have three layers: input, hidden, and 
output. The buried layer reconstructs the input from its code. The network's 
encoder f retrieves input dependencies, and its decoder g reconstructs them. 
Minimizing input-output error trains autoencoder. Fig. 6 illustrates a simple 
autoencoder design and example. A layer-by-layer stack of autoencoders may 
create a deep model, like RBMs. The hidden layer of a well-trained autoencoder is 
supplied as the input layer of another, creating a multilayer model. Sparse 
autoencoders exist (Lee et al. 2006), denoising autoencoder (Vincent et al. 2008), 
and contractive autoencoder. 

4.3.2 Supervised deep neural networks 
Supervised learning builds the system model using a labeled training set. The 

model learns input-output-system parameter relationships. The back propagation 
technique dominates supervised learning (DE 1986).  

4.3.2.1 Convolutional Neural Networks (CNNs)  
CNN is a grid-like neural network for data processing (Anon 2020). 

 
Figure.6 (a) A generic auto encoder’s structure, and (b) a particular 

auto encoder structure diagram which includes 6 input data 
 
Receptive Field, a notion from cat visual brain research, influenced CNNs 

(Hubel and Wiesel 1968). Convolution uses sparse interactions, parameter sharing, 
and equivariant representations to enhance machine learning. An optional fully 
connected layer for classification or prediction follows one convolutional and 
pooling layer in the CNN design. Instead of classic neural networks, CNNs 
effectively reduce net parameters and gradient diffusion issue, allowing us to train 
a deep model with more than 10 layers. For example, AlexNet (Krizhevsky, 
Sutskever, and Hinton 2012) contains 9 layers, VGGNet (Simonyan and Zisserman 
2014) contains 11-19 layers, InceptionNet (Szegedy et al. 2015) from Google 
contains more than 22 layers, and ResNet (He et al. 2016) from Microsoft even 
contains 152 layers. Fig. 7 shows a general architecture of traditional CNNs called 
LeNet (LeCun et al. 1995).  

4.3.2.2 Recurrent Neural Networks (RNNs)  
Serial data processing neural networks are RNNs. RNNs can scale longer 

sequences than non-specialized networks. Many RNNs use equation or a similar 
equation h (t) = f (h t−1, x (t); θ) to define the values of their hidden units, 
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illustrated in Fig. 8 (Goodfellow, Bengio, and Courville 2016). The network 
topology shows that RNNs may recall earlier information and impact future node 
output. Due to gradient dispersion and long-term dependencies, RNNs can only 
look back a few steps. To tackle these challenges, innovative methods like LSTM 
(Long Short-Term Memory) (Hochreiter and Schmidhuber 1997) and GRU (Gated 
Recurrent Unit) (Chung et al. 2014) are presented to model the hidden state to 
determine what to maintain in prior and current memory. These variations 
effectively capture long-term dependencies and improve language comprehension. 
RNN focuses on temporally continuous data connections, unlike CNN. Thus, RNN is 
primarily used in NLP (Yu, Lee, and Le 2017)(Cho et al. 2014)(Ma et al. 2019). 

 

 
  
Figure 7. The architecture of Le Net 5. Each of these planes indicate a feature 

map. Kernels-little white boxes-are convolutional neural network keys. The 
graphic shows that convolutional layers emphasize local associations more than 
complete connection layers. 

 

 
  
Figure 8. A universal unfolding recurrent neural network structure without 

output. 
 
4.3.2.3 Long Short-Term Memory (LSTM) 
LSTMs extend RNNs. Different LSTM versions have been suggested, although 

most follow the basic network architecture (Hochreiter and Schmidhuber 1997). 
Each gate in LSTM computes a value between 0 and 1 depending on input. In 
addition to a feedback loop to retain information, LSTM neurons (memory cells) 
include multiplicative forget, read, and write gates. These gates restrict memory 
cell access and protect them from irrelevant inputs. Neurons write data to 
themselves while the forget gate is activated. When the forget gate is switched off 
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with 0, the neuron forgets its last content. With the write gate set to 1, other 
neurons may write to that neuron. With the read gate set to 1, linked neurons may 
read neuron content. Figure 9 depicts this structure. LSTMs use forget gates to 
actively manage cell states and prevent degradation, unlike RNNs. The gates may 
activate using sigmoid or tanh. Other models utilizing similar activation functions 
have disappearing gradients during backpropagation during training. Knowing 
what data to recall in LSTMs, 

  

 
Figure 9. Structure of an LSTM memory cell. Data flow is depicted by solid 
arrow lines, whereas gate signals are shown by dashed arrow lines. 

 
time does not affect memory cell calculations. BPTT is a typical error-

reducing network training approach. When data is time-dependent, LSTM models 
outperform RNN models (Chung et al. 2014). IoT applications including human 
activity detection, online program educational performance prediction, and 
environmental monitoring-based hazard prediction exhibit this lengthy 
dependence lag. 

4.3.3 Hybrid deep neural networks  
The first DNN in this category is a GAN (Mohammadi et al. 2018), which 

trains generative and discriminative models simultaneously using an adversarial 
method. The former learns the input data distribution and creates data samples, 
while the latter evaluates a sample's authenticity by predicting that it originates 
from the training dataset rather than the generating samples. Generating a sample 
from random noise increases the likelihood of misleading the discriminative model 
in categorizing it. However, the discriminative model, given actual data samples 
and random noise samples, classifies samples from both sources. After measuring 
their performance, both models are repeatedly modified such that the 
discriminative model's output helps the generative model enhance the next 
iteration's samples (Mohammadi et al. 2018). Many benefits of a GAN include: 

 • It can handle zero-day assaults and give algorithms with new samples since 
it can learn fresh circumstances; 

 • appropriate for semi-supervised training; 
• it creates samples faster than a visible DBN. GANs create a sample with one 

pass into the model, whereas RBMs repeat a Markov chain an unknown number of 
times (Salimans et al. 2016). 

However, GANs have two drawbacks: (i) the training phase is unstable and 
(ii) the generative model struggles to generate discrete data (Goodfellow et al. 
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2014). EDLNs are another hybrid DNN. Together, DL generative, discriminative, 
and hybrid models perform better than individually. EDLNs are used for 
complicated jobs because of their uncertainty and high-dimensional 
characteristics. The ensemble may include homogeneous and heterogeneous DL 
classifiers, improving performance and generalization (Kuncheva 2014). EDLNs 
have been successful in many areas, such as detecting human actions, but their 
direct application to IoT security needs light classifiers that can function in a 
distributed setting. 

4.3.4 Deep reinforcement learning  
Deep Q-learning Networks are a prime example. These combine CNNs with 

the Q-learning algorithm, utilized for reinforcement learning in legacy machine 
learning. The neural network approximates the Q-function by receiving status as 
an input and producing the Qvalues of all feasible actions as outputs (Mnih et al. 
2015). The neural network's maximum output, whose loss function is usually the 
mean squared error of the predicted Q-value and the target Q-value, determines 
the next action, making this a reinforcement learning regression problem with an 
unknown target or actual value. To converge, the network back-propagates its 
gradient. Non-stationary or unsteady targets are a DQN downside. DQNs' target 
changes in each iteration, but standard deep learning's target variable stays the 
same, making training stable. DQNs may also use two neural networks in the same 
structure: one for real-time updates and the other for synchronous parameter 
updates per time interval, enhancing algorithm convergence.  

4.3.4 Applications of IoT  
IoT applications are categorized by their core characteristics. For IoT data 

analysis to work, several issues must be considered. Figure 10 shows several IoT 
uses. The following categories describe IoT applications: 

1. Smart Home Smart house is likely the first IoT application. According to 
IoT data, over 70,000 individuals seek for a "smart home" monthly. Big firms invest 
IoT startups for smart home initiatives. Smart home products including washing 
machines, refrigerators, lamps, fans, TVs, and smart doors may interact online with 
approved users to improve monitoring, management, and energy efficiency. 

2. Smart City: Smart cities include various characteristics including the 
optimum traffic system idea. This category focuses on cities. Most cities have the 
same issues. Sometimes they differ by city. Many cities face global issues including 
clean drinking water, air pollution, and urban crowding. City IoT applications 
include water, trash, security, temperature monitoring, traffic, and more. Smart 
city transportation reduces noise, pollution, accidents, parking, street light issues, 
and public transit. 

3. Health care: Modern medical instruments lack real-world expertise. It 
focuses on regulated settings, medical examination volunteers, and surviving data. 
Through study, real-time field data, and testing, IoT unlocks a wealth of usable 
data. New medical solutions employing IoT aim to enhance patient health 
(Lakshmanna, Khare, and Khare 2016),(Lakshmanna and Khare 2016). Without 
physicians or medical staff, sensors can monitor a wound's, blood pressure, heart 
rate, sugar, oxygen, body temperature, etc. In the article (Hussain, Young, and Park 
2021), physiological signals are rapid and sensitive to neurological changes 
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generated by cognitive load from varied driving situations and are used to analyze 
the link between neurological outcomes and driving settings. 

 4. Security: Smart cameras from IoT can boost global security. Real-time 
digital image recognition helps smart security systems spot crooks and avert harm. 
IoT security is the greatest issue. 

 5. Smart Retail: One of the major IoT applications. Tracking items on the 
road or getting suppliers to provide inventory data has been available for years. 
However, it is restricted. Intelligent GPS and RFID technology allow product 
tracking from output to storing easier and save time and money. Retailers use IoT 
for location monitoring, inventory management, equipment maintenance, mall 
traffic analysis, etc. 

6. Agriculture: Many academics have studied this developing IoT use (Gupta 
et al. 2020),(Garg, Khan, and Alam 2020). Connected devices have spread to health 
and well-being, home automation, vehicle and logistics, intelligent cities, security, 
retail, and industrial IoT. Since agricultural activities are remote and the IoT can 
monitor various resources, farmers may adjust their methods. The biggest issue is 
converting farmers to smart farming. Checking soil quality, weather, cost 
management, waste, crop management, etc. might help them.  

7. Wearables: Today, everyone may wear wearables to monitor heart rate, 
sugar, oxygen, blood pressure, temperature, sleeping condition, walk distance, etc. 
Wearable gear is great for IoT applications and one of the first sectors to utilize it. 

8. Industrial Automation: In addition to remote access and control, industrial 
IoT networking allows data extraction, processing, exchange, and analysis by 
multiple data sources. This may boost productivity and performance greatly. Cost 
effectiveness and quick development define IoT solutions. To improve cost and 
customer service, IoT Applications may quickly re-engineer devices and packaging 
with automation. Products flow monitoring, digitalization, quality control, safety 
and security, packaging optimization, logistics, and supply chain optimization is 
some uses. 

 

 

Figure 10. Applications of IoT 
 

E. Conclusion 
In this paper, DL and IoT approaches are reviewed in smart house, smart city, 

smart transit, energy, localization, health sector, security, agriculture, etc. In recent 
years, academics and businesses have focused on DL and IoT, which have 
improved our lives, cities, and the planet. DL resources assist several IoT 
applications. Large-scale data analysis challenges are solved well by DL models. 
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We used enormous datasets created at rising rates owing to the newest IoT 
frameworks and open-source libraries to train and develop the DL model. The 
literature recommended training models using scattered IoT devices rather than 
cluster-like infrastructure. Distributed solution must handle data privacy, IO 
operation time, and high complexity. The closing debate illuminated numerous 
outstanding concerns on the subject we chose, demonstrating the necessity for 
further research to make DL a permanent and mature solution to IoT security. We 
want to investigate more effective data drop and reconstruction techniques in the 
future in order to increase classification accuracy on both clean samples and AEs. 
The throughput of the network may be further decreased with a higher drop ratio 
and improved restoration techniques. We will also investigate more sophisticated 
protection strategies against more sophisticated assaults, such as adaptive 
adversarial attacks, for a IoT systems. 
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