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Because of the increasing increase of data, which is frequently referred to as 
"big data," many different businesses have been severely impacted in recent 
years, necessitating the implementation of sophisticated data management 
and analytics solutions. By virtue of the fact that it provides scalable 
resources for applications that are data-intensive, cloud computing has 
emerged as an indispensable platform for the management of these 
enormous databases. The evolving landscape of distributed systems in cloud 
settings is the primary emphasis of this study, which is situated within the 
framework of big data analytics and data management. With the purpose of 
providing a comprehensive overview of distributed systems that are used in 
cloud settings for data-intensive computing, the review article seeks to offer. 
Furthermore, it evaluates the many ideas, techniques, and technical 
improvements that have been established in order to properly manage, 
store, and analyse large amounts of data. A comprehensive literature 
evaluation of recently published scientific references was successfully 
completed by our team. The analysis takes into account the theoretical 
foundations, as well as the research that has already been conducted on 
distributed computing systems, cloud-based data management, and 
enormous data analytics. The study places an emphasis on the significant 
role that distributed computing plays in ensuring the success of big data 
analytics. The interplay between distributed systems and cloud computing 
paradigms has resulted in the development of solutions that are robust, 
scalable, and economical for activities that need a significant amount of data. 
It is still a huge problem to ensure that data security, privacy, and 
interoperability are maintained across the many cloud services. 
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A. Introduction 
In data-intensive computing, distributed systems have become essential, 

especially in cloud contexts. These systems efficiently handle the difficulties 
associated with large-scale data management and processing by dividing up data 
and computing workloads among several processors[1]. Distributed systems have 
the capacity to scale resources up or down in response to demand, which is 
particularly useful in cloud situations where scalability and resource management 
are critical. Managing big data workloads, which frequently call for significant 
processing and storage capacity, need this flexibility[2]. Additionally, distributed 
systems improve data availability and fault tolerance, guaranteeing data integrity 
and uninterrupted operation even in the event of network or hardware 
malfunctions[3]. Additionally, they make parallel processing possible, greatly 
speeding up processes like data processing and analysis. These characteristics are 
particularly crucial in cloud settings, which are frequently the foundation of data-
driven services and applications in a variety of sectors, including retail, 
telecommunications, healthcare, and finance. Thus, a fundamental component of 
contemporary data-intensive computing techniques is the integration of 
distributed systems with cloud computing, which enables businesses to fully utilize 
big data in an effective, scalable, and dependable manner[4]. 

The use of big data analytics and data management in distributed cloud 
systems is revolutionizing the way large amounts of data are handled. Big data 
processing and analysis is made possible by the scalability, effectiveness, and 
affordability of cloud computing integrated with distributed systems[5]. These 
systems allow for speedier data analytics and parallel processing because the data 
is dispersed over several sites, possibly even worldwide[6]. Without having to 
make substantial upfront financial investments in infrastructure, enterprises can 
store and analyse massive datasets thanks to the cloud's adaptable and resource-
efficient platform. This method improves data governance, security, and 
compliance while strengthening data management capabilities[7]. Furthermore, 
real-time data processing and analytics are made easier by cloud-based distributed 
systems, which is crucial for dynamic decision-making in a variety of industries, 
including e-commerce, healthcare, and finance. This paradigm change highlights 
the relevance of distributed computing in the era of big data, underlining the 
necessity for resilient and flexible data management solutions[8]. This review aims 
to analyse how big data is becoming more and more prevalent. Understanding 
distributed computing's role in managing such large amounts of data is critical 
given the exponential growth of data, and technological advancements offer 
insights into cutting-edge distributed computing technologies that are necessary in 
today's data-driven world[9]. It also helps to understand future trends in big data 
analytics, which will guide researchers and practitioners. Finally, addressing 
security in distributed systems is crucial. At last, our addition is to identify the 
pros, cons, and gaps regarding each approach, revealing disagreements related to 
the previous work. 

 
B. Background Theory 

2.1. Distributed Systems 
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Distributed systems are networks of independent computers that work 
together to achieve a common goal. This architecture allows for the sharing of 
resources and data among computers, enhancing performance and reliability[10]. 

A substantial change in the computing paradigm has been brought about by 
the development of distributed systems and their integration with cloud 
computing. Distributed systems were first created to connect multiple computers 
and enable data sharing and processing[11]. These systems developed over time to 
become more sophisticated and powerful, able to handle bigger datasets and more 
demanding applications as processing requirements increased[12]. This 
environment underwent even more transformation with the introduction of cloud 
computing. Utilizing the ideas of distributed computing, cloud computing provides 
scalable, on-demand computer resources via the internet[13]. Distributed systems 
offered the fundamental architecture for cloud services through this integration, 
creating a synergy that improved cost-effectiveness, accessibility, and 
efficiency[14]. These days, many current apps are built on cloud-based distributed 
systems, which provide scalable, reliable, and adaptable solutions for both 
individual users and companies, meeting a broad range of computing 
requirements[15]. This evolution aims to satisfy the ever-expanding data and 
computational needs of our digital world, reflecting the ongoing progress in 
technology[16]. 

 
 

Figure1: Evolution of Distributed System Paradigm [16] 
 

2.2. Cloud Computing 
Cloud computing is a revolutionary technology that uses the internet (often 

known as "the cloud") to provide computing services, such as servers, storage, 
databases, networking, software, and more. Due to its pay-per-use model, which 
does not require large upfront capital expenditures on hardware and software, this 
invention offers flexible resources, rapid scaling, and cost efficiency[17]. Cloud 
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computing is transforming the way consumers and companies access and manage 
computational resources by supporting a wide range of applications and services. 
It improves accessibility, collaboration, and operational agility by allowing users to 
view and store data remotely[18]. 

 
 

Figure2: Evolution of Cloud Computing Paradigm [18] 
 

2.3. Big Data Analytics 
Large and complex data sets are gathered, processed, and analysed to reveal 

hidden patterns, correlations, and insights. This process is known as big data 
analytics. To manage data that is too huge or complex for conventional data 
processing software, this field integrates big data technologies with advanced 
analytics approaches. Businesses and organizations may maximize operations, 
spot patterns, forecast future behaviour, and make better decisions with the help 
of big data analytics. It encourages creativity and efficiency in a variety of sectors, 
including healthcare, banking, retail, and telecommunications[19]. Significant 
progress in big data analytics for distributed systems has had a revolutionary 
effect. Key technologies that make it possible to handle massive datasets across 
distributed networks efficiently are Hadoop and Spark[20]. Advanced data analysis 
and predictive modelling are made possible by the integration of machine learning 
algorithms into these systems. Latency in data analysis has been greatly decreased 
by real-time processing capabilities, especially with the help of stream processing 
frameworks like Apache Storm. Data storage and retrieval efficiency have been 
improved with the usage of distributed databases like Cassandra and MongoDB. 
When combined, these technologies improve big data analytics' scalability, 
resilience, and speed in dispersed contexts[6]. 
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Figure 3: The development of big data analytics [6] 

 
2.4. Data Management  
Innovations in data management for distributed systems in the cloud focus 

on enhancing efficiency, scalability, and security. These advancements include 
automated data replication and synchronization across multiple cloud servers, 
ensuring data availability and fault tolerance. Big data technologies, like Hadoop 
and Spark, have been adapted for cloud environments to handle massive datasets 
efficiently. Additionally, there's a growing emphasis on implementing robust 
security measures and compliance protocols to protect sensitive data in 
distributed cloud systems, catering to the complex demands of modern data 
management[21]. 

 
C. Literature Review 

3.1. Distributed Computing Principles 
In  [22] research focused specifically on the developing challenges that are 

brought about by the increasing amounts of big data, as well as the role that cloud 
computing services play in addressing these issues. Specifically, the study focused 
on the potential solutions to these problems. With regard to the United States of 
America, the study was carried out specifically within that setting. This article's 
objective is to give a comprehensive study of the definition, classification, and 
features of big data based on the information that is presented. In addition, the 
research offers an analysis of a number of cloud services, including Microsoft 
Azure, Google Cloud, Amazon Web Services, IBM cloud, Hortonworks, and MapR, as 
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well as an analysis of the relevance of these services in big data frameworks. In 
addition to that, the study includes an investigation of the significance of 
frameworks for the collection of large amounts of data. In addition to that, it 
contains a comparative study of a number of different big data frameworks that 
are hosted on the cloud. 

[23] focused that the primary emphasis will be on describing the most recent 
advancements in parallel and distributed processing methods for handling huge 
amounts of data that have been remotely sensed. During the course of this session, 
the primary topic of conversation will take place. The purpose of this research is to 
analyse a broad range of different approaches to parallel and distributed 
repositories that are implemented on a computer network, which is also referred 
to as a network. These strategies include solutions that are based on cloud 
computing, grid computing, and cluster computing. These solutions are included in 
the scope of these strategies. 

[24] explained that in order to achieve our objective of enhancing the 
parallelism of remote data processing, we conducted study on advanced 
development methodologies. This was undertaken in order to achieve our aim. 
Methods of parallel processing are utilised in the area of cloud computing, and this 
article provides an overview of the several ways that are utilised in relation to 
these approaches. It emphasises the need of using scheduling strategies in order to 
promote parallelism in settings that are either data-level or task-level, depending 
on the context. This is an extra point of attention that is brought to light by this. 

The paper [25] An inquiry of the use of big data analytics and cloud 
computing in power management systems was carried out as part of this research 
project's scope of work. Taking into mind how successful the frameworks and 
technologies that are presently being used are in the administration and 
processing of enormous amounts of data for the purpose of power system 
monitoring and control, the objective of this research is to give an analysis of the 
frameworks and technologies that are currently being utilised. 

The work [26] accomplished the goal of cloud manufacturing, the strategy 
that is being provided involves the creation of a framework that is defined by 
software. The framework in question is not only capable of being readily adjusted 
and programmed, but it also has the ability to adapt to a wide variety of diverse 
circumstances on its own. The company intends to accomplish this aim in a variety 
of different methods, including the use of big data analytics, the optimisation of 
systems, and the implementation of continuous improvements. This is all part of 
its mission, which is to promote the development of industrial systems. Building a 
manufacturing system that is capable of monitoring, reacting, optimising, and 
adapting on its own is one of the major aims that has to be accomplished. In the 
long run, this will result in increased reactivity, intelligence, resilience, energy 
conservation, and efficiency across the whole manufacturing process. 

[27] The study was conducted with the intention of doing an examination of 
the methods that large-scale analytical organisations use in order to handle vast 
volumes of data. In the context of enterprises, it serves as a foundation for the 
development of data frames and processing models for the aim of CI (Corporate 
Intelligence). In order to show the approach and potential of Big Data Analytics 
(BDA) in terms of leveraging data, case studies of users who make use of BDA are 
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included in the research projects. These case studies are an integral part of the 
research projects. Big Data Analytics (BDA) has identified many components that 
are essential to its operation. These components include the coordination of 
service systems, data sources, and end-users. These components have been 
identified as being present. 

The document [28] An investigation was conducted to look at the difficulties 
that arise as a result of the rapid development of large amounts of data and the 
massive quantity of data. These difficulties are associated with the visual depiction 
of enormous volumes of data. When it comes to the management of enormous 
amounts of data, traditional methods of data visualisation are not feasible options. 
As a consequence of this, the solutions that are now available often display a 
smaller portion of the data in attempt to address these issues. It is not easy to 
display enormous volumes of data in real time since there are several obstacles to 
overcome. Batch processing and real-time data processing are two examples of the 
sorts of big data computing methods that are necessary since different applications 
use different kinds of data. Other examples include data processing techniques 
such as batch processing and real-time data processing. 

The fundamental principles of distributed computing, particularly relevant to 
cloud-based systems and big data analytics, involve several key concepts. Firstly, 
distributed systems rely on the idea of decentralization, where processing and 
storage tasks are spread across multiple nodes to enhance performance and 
reliability[29]. This approach is crucial for handling the large-scale, complex data 
sets typical in big data analytics. Secondly, distributed computing principles 
emphasize scalability, allowing systems to easily expand and contract resources in 
response to varying demand. This scalability is essential in cloud environments, 
where fluctuating workloads are common. Thirdly, fault tolerance and redundancy 
are integral, ensuring that the failure of one node doesn't compromise the entire 
system's functionality[30]. Finally, distributed computing includes efficient data 
distribution and parallel processing techniques, enabling rapid processing and 
analysis of big data, which are core to the functionality of cloud-based analytics 
platforms. These principles collectively ensure that distributed systems in cloud 
environments are robust, flexible, and capable of handling the intensive demands 
of big data analytics[31].  

 
3.2. Cloud Computing Models  
Infrastructure as a Service (IaaS): This model offers virtualized computing 

resources over the internet. It provides the essential infrastructure - servers, 
storage, networking capabilities - on a pay-as-you-go basis. IaaS is vital for big data 
analytics as it offers scalable resources to store and process vast amounts of data, 
without the need for physical hardware[32]. 
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Fig 4. Framework for evaluation and ranking IaaS, PaaS and SaaS cloud 

service models [33] 
 
Platform as a Service (PaaS): PaaS delivers a framework for developers to 

build upon and create customized applications. It includes operating systems, 
middleware, and runtime environments. For big data analytics, PaaS offers a 
platform with built-in tools and services, enabling developers to quickly create and 
deploy analytics applications without worrying about underlying 
infrastructure[29]. 

Software as a Service (SaaS): SaaS provides software applications over the 
internet, on a subscription basis. It's user-friendly and doesn’t require the 
installation of applications on individual computers. In big data analytics, SaaS can 
include analytics tools and software that are accessible from anywhere, making 
data analysis more accessible and reducing the need for extensive in-house 
hardware and software maintenance[29]. 

 
Table 1: Commonality between Distributed Computing and Cloud Computing 

Feature Distributed Computing Cloud Computing 

Definition 

Involves a network of autonomous 

computers that work together to perform 

a task. 

Provides shared computing resources 

(like servers, storage, and applications) 

over the internet. 

Resource 

Management 

Distributed amongst multiple nodes, 

often requires more complex 

management due to the diverse nature of 

the resources. 

Centrally managed, often more 

streamlined and user-friendly. 

Scalability 
Can be highly scalable, but depends on 

the architecture and the network. 

Highly scalable, often a key feature, 

allowing for easy adjustment of 

resources. 

Cost 

Can be cost-effective, particularly for 

tasks that can be distributed across 

cheaper or existing systems. 

Generally, follows a pay-per-use model, 

which can be cost-effective for variable 

workloads. 

Control and 

Customization 

High level of control and customization 

possible, as the infrastructure is often 

owned and managed by the user. 

Less control over the infrastructure, as it 

is owned and managed by the cloud 

provider. Customization is possible to an 
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extent. 

Data Security and 

Privacy 

Depends on the individual security 

measures of each node in the network. 

Managed by the cloud provider, often 

with robust security measures, but raises 

concerns about data privacy. 

Accessibility 
Access can be limited to the network, 

may require specialized setups. 

Easily accessible from anywhere via the 

internet. 

Example Use 

Cases 

Scientific research, complex simulations, 

peer-to-peer networks. 

Web hosting, data storage, on-demand 

computing services. 

 
3.3. Big Data Technologies 
Big Data Technologies like Hadoop and Spark are crucial in managing and 

processing large datasets. 
- Hadoop: An open-source framework that enables distributed storage and 

processing of big data sets using simple programming models. It consists of the 
Hadoop Distributed File System (HDFS) for storage and MapReduce for processing. 
Hadoop is designed to scale up from single servers to thousands of machines, each 
offering local computation and storage[34]. 

- Spark: Another open-source, distributed computing system that provides a 
fast and general-purpose cluster-computing framework. Unlike Hadoop's two-
stage disk-based MapReduce paradigm, Spark's in-memory processing can 
optimize certain operations, making it faster for certain applications. Spark 
supports SQL queries, streaming data, machine learning, and graph processing[35]. 

 

 
  

Figure 4. Volume of data/information created, captured, copied, and 
consumed worldwide from 2010 to 2024 (estimated) [36] 



  ISSN 2549-7286 (online) 

Indonesian Journal of Computer Science   Vol., No., Ed. | page 3536   

3.4. Data Management Strategies 
Data Management Strategies in distributed systems encompass several key 

areas: 
Data Storage: Involves selecting appropriate storage solutions that cater to 

the scale, accessibility, and type of data. This includes databases (SQL or NoSQL), 
data lakes, and distributed file systems like Hadoop Distributed File System 
(HDFS). The choice depends on data volume, velocity, and variety[37]. 

Data Processing: Strategies here focus on efficiently processing large datasets 
across distributed resources. Techniques include parallel processing, stream 
processing, and batch processing, using tools like Apache Spark and Kafka[38]. 

Data Security: Essential in distributed systems, this involves implementing 
robust encryption, access control, and network security measures. Regular audits, 
compliance with data protection regulations, and employing advanced security 
protocols like secure sockets layer (SSL) and transport layer security (TLS) are 
crucial for safeguarding data integrity and privacy[39]. 

 
D. Discussion and Comparison 

Cloud-based distributed systems for big data analytics are an advanced 
technological integration that facilitates the handling, examination, and control of 
enormous volumes of data across several networked computing resources. The 
volume, variety, and velocity define the complexity of big data, which these 
systems are designed to manage. The vast amount of data produced by numerous 
sources, including social media, IoT devices, and workplace apps, is referred to as 
volume. Variety encompasses the various types of data, including as text, photos, 
and video, as well as structured, semi-structured, and unstructured formats. 
Velocity indicates how quickly this data is being generated and how quickly it 
needs to be analysed[40]. 

Data is stored across several cloud servers in the domain of distributed 
systems, offering resilience and guaranteeing data availability even in the case of 
hardware failures. Additionally, this distribution enables parallel processing, 
which drastically cuts down on the amount of time needed for data analytics 
operations. Technologies such as Hadoop and Spark are frequently used; Hadoop 
offers a framework for distributed processing (by MapReduce) and storage (via the 
Hadoop Distributed File System, or HDFS); Spark, on the other hand, provides an 
in-memory data processing capability that improves speed[41]. 

These systems also take use of the elasticity and scalability of cloud 
computing. They may dynamically assign resources according to the workload, 
guaranteeing economical and effective use. Through the use of artificial 
intelligence and machine learning techniques, which can be easily expanded and 
enhanced over time, the interface with cloud services also makes advanced 
analytics capabilities possible[42]. 

Distributed systems in the cloud also include a range of tools for data 
processing, visualization, and ingestion. These ecosystems would not function 
without technologies like Apache Kafka for real-time data intake, Apache Flink for 
stream processing, and business intelligence tools for data visualization[24]. 

Given the sensitivity of the data in these settings, security and privacy are 
critical. To protect data, distributed systems use strong security mechanisms such 
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network security protocols, access control, and encryption. Table2 as shown below 
illustrate some works or case studies concerning distributed systems used for big 
data analytics in the cloud. 

 
Table 2. Distributed Systems work for Big Data Analytics in Cloud 

Environments 

Reference System Used 
Cloud 

Platform 
Data Size 

Application 

Domain 
Key Findings 

[43] 

Hadoop 

Distributed 

File System 

(HDFS) and 

MapReduce 

unified 

cloud 

platform 

20 GB to 1 

TB 

bioinformatics 

and weather 

data analysis 

It is noteworthy that although 

Hadoop has limitations that make 

Spark necessary, Spark also has 

drawbacks that make flink 

necessary. Data is processed and 

stored in memory for later stages 

by Spark, an enhancement to 

MapReduce in Hadoop, while 

MapReduce processes data on 

disk. 

[44] 

Apache 

Hadoop and 

Apache 

Spark 

systems 

unified 

cloud 

platform 

600 GB 
WordCount and 

TeraSort 

Proper parameter selection and 

the amount of incoming data are 

critical factors that affect the 

performance of both Hadoop and 

Spark systems. According to the 

study, Spark outperforms Hadoop 

in terms of execution time, 

throughput, and speedup in 

general. 

[45] 

Hadoop 

Distributed 

File System 

(HDFS) 

Hyperledger 

Fabric 

platform 

1 MB to 

100 GB 

enhancing the 

security of 

HDFS for big 

data analysis 

According to the performance 

evaluation, BlockHDFS adds 

minimal cost to the basic HDFS 

scenario regarding execution time 

and memory consumption. 

[46] FRTSPS 
Apache 

Flink 

large-scale 

data 

handling data 

streams 

It implies that integrating 

prominent data analytics aspects 

such as heterogeneity, scalability, 

fault tolerance, and query 

optimization in practical 

applications is complex, 

particularly in the data processing, 

storage, and analysis stages. 

[47] 

Apache 

Hadoop with 

MapReduce 

Various 

256, 512, 

and 1024 

for small, 

medium, 

and large 

cities 

respectivel

y 

solving large-

scale 

combinatorial 

problems, 

especially 

(ATSP) 

High-speed processing and 

analysis of financial market data 

for predictive insights. 

[48] 

framework 

for sentiment 

analysis and 

classification 

of Twitter 

opinions 

Google 

Cloud 

many 

messages 

as 'tweets' 

a day on a 

variety of 

considerab

le issues 

social media 

analytics, 

specifically 

focusing on 

Twitter 

A critical component of the 

study's conclusions in this context 

is the mention of the sentiment 

analysis used to classify tweets as 

good, harmful, or neutral. 

[49] K-means Google Dataset Bitcoin The study provided insights into 
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clustering 

algorithm 

BigQuery related 

Bitcoin 

blockchain the transactional behaviors within 

the Bitcoin network by effectively 

tying pseudonymous crypto 

addresses to miners with 

comparable hash rates. 

[50] 

Formal 

Concept 

Analysis 

AWS S3 

WS-

DREAM 

dataset 

contains 

data on 

4500 web 

services 

QoS-aware big 

service 

composition 

The study highlighted the 

utilization of various datasets and 

frameworks in the process and 

compared its approach with 

current extensive service 

composition methodologies. 

[51] 

machine 

learning 

(ML) models 

Microsoft 

Azure ML 

Studio 

3.63 GB 

predicting 

Amazon product 

ratings using 

Big Data 

The study showed how big data 

platforms may be used effectively 

for predictive analysis. Different 

machine learning models were 

implemented and contrasted, 

demonstrating the viability and 

scalability of big data solutions 

for e-commerce applications with 

substantial datasets. 

[52] 
Apache 

Spark MLlib 

Microsoft 

Azure 

HDInsight 

Spark-Pref 

dataset 

focusing on 

performance 

analysis 

The study produced formulas for 

the best Apache Spark parameter 

settings, a methodology for 

software and information 

assistance, and recommended 

metrics for evaluating Apache 

Spark calculations. 

[53] 

Hadoop 

Ecosystem 

System 

Various by 

using using 

the Hadoop 

Ecosystem 

Big Data 

extracting, 

processing, and 

analyzing data 

from various 

cloud services 

A study illustrates the 

effectiveness of the Hadoop ELT 

approach for cloud data 

integration 

[54] 

Azure 

Synapse 

Analytics 

Microsoft 

Azure 

Not 

Mentioned 

focus on various 

components of 

Azure Synapse 

Analytics like 

Synapse SQL, 

Spark, Pipeline, 

Link, 

Workspace, and 

Studio 

outlining the main elements and 

intricate architecture. This 

passage does not include any 

specific conclusions or outcomes 

from the book. 

[48] 

collection, 

sentiment 

analysis, and 

classification 

of Twitter 

opinions 

BigQuery 

and Google 

App Engine 

handles a 

vast 

amount of 

Twitter 

data, 

including 

many daily 

tweets 

analysis of 

social media 

content, 

specifically 

Twitter, for 

various 

purposes 

including 

community, 

financial, 

manufacturing, 

and 

administrative 

policies 

It highlights how important it is 

for people to use Twitter hashtags 

to share their opinions about 

current trends. 

[55] 
Big Data 

Storage 

Cloudera 

Distribution 

handling 

large 

emphasis on 

data storage and 

This paper demonstrates the 

transformation from a generic Big 
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Storage 

layer 

volumes of 

data 

retrieval, and 

the extraction of 

intelligence 

from massive 

data sets 

Data Storage layer meta-model to 

a Cloudera Distribution Storage 

layer meta-model using ATL 

transformation language, 

conforming with the MDA 

architecture's Platform-Specific 

Models (PSM). 

[56] 
Apache 

Spark 

Apache 

Spark 

2.5 

quintillion 

bytes daily 

focusing on the 

characteristics 

of big data, 

tools, 

application 

areas, and the 

Apache Spark 

Ecosystem 

The paper aims to assist 

programmers in selecting the 

most appropriate programming 

language for Apache Spark-based 

projects 

 
E. Extracted Statistics 

The chart below visually represents the comparison between Distributed 
Computing and Cloud Computing across various characteristics such as Resource 
Management, Scalability, Cost, Control and Customization, Data Security and 
Privacy, and Accessibility. 

 

 
Figure 5. Visual Representation Of Comparing Between Distributed 

Computing And Cloud Computing 
 
Every axis symbolizes a feature, where values nearer the centre signify a 

lesser presence or preference and values farther from the centre a more significant 
presence or preference. The graph highlights the fundamental differences between 
the two computing paradigms. 

 
F. Recommendations 

The integration of sophisticated distributed computing frameworks with 
robust data analytics capabilities is recommended in light of the review that has 
been presented. It is imperative to prioritize enhancing data management 
strategies and optimizing cloud infrastructure to facilitate extensive big data 
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analytics. Addressing the growing volume, velocity, and variety of big data entails 
utilizing scalable storage systems, practical data processing algorithms, and clever 
resource allocation tactics. Ensuring security, privacy, and adherence to rules is 
crucial in these distributed systems. Future studies might investigate novel 
approaches to improve these systems' efficiency, dependability, and affordability 
when managing intricate and ever-changing large data workloads. 

 
G. Conclusion 

Throughout the whole of this examination, a comprehensive investigation of 
the current state of distributed systems in cloud environments is carried out, with 
a specific focus on the uses of these systems in data-intensive computing. The 
significance of these systems in the administration of large-scale data processing 
operations is emphasised, and the remarkable advancements that have been 
achieved in big data analytics and data management are brought to light. Following 
the completion of the investigation, the researchers arrived at the conclusion that 
distributed systems in cloud environments are necessary in order to efficiently 
manage the growing quantity and complexity of big data. They offer solutions that 
are scalable, adaptable, and cost-effective; nevertheless, there are still challenges 
in the areas of data privacy, system interoperability, and security that need to be 
addressed via future development. These challenges need to be solved. 

In addition, the investigation reveals that distributed systems that are 
running in cloud environments are necessary for the growth of big data analytics 
and data management. Currently, these systems are going through a process of 
development, which is driving breakthroughs in both technology and 
methodology. This is being done in order to meet the ever-increasing needs of 
applications that rely heavily on data. Enhancing the efficiency, security, and 
morality of data management in these systems need to be the primary focus of 
research in the years to come. It is because of this that they will continue to be 
powerful tools for the discovery of new information and the making of choices in a 
wide range of industries. 
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