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The development of parallel computing, distributed computing, and grid 
computing has introduced a new computing model, combining elements of 
grid, public computing, and SaaS. Cloud computing, a key component of this 
model, assigns computing to distributed computers rather than local 
computers or remote servers. Research papers from 2017 to 2023 provide 
an overview of the advancements and challenges in cloud computing and 
distributed systems, focusing on resource management and the integration 
of advanced technologies like machine learning, AI-centric strategies, and 
fuzzy meta-heuristics. These studies aim to improve operational efficiency, 
scalability, and adaptability in cloud environments, focusing on energy 
efficiency and cost reduction. However, these advancements also present 
challenges, such as implementation complexity, adaptability in diverse 
environments, and the rapid pace of technological advancements. These 
issues necessitate practical, efficient, and forward-thinking solutions in real-
world settings. The research conducted between 2017 and 2023 highlights 
the dynamic and rapidly evolving field of cloud computing and distributed 
systems, providing valuable guidance for ongoing and future research. This 
body of work serves as a crucial reference point for advancing the field and 
emphasizing the need for practical, efficient, and forward-thinking solutions 
in the ever-evolving landscape of cloud computing and distributed systems. 
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A. Introduction 
Distributed systems have become an integral part of modern computing, 

allowing organizations to distribute tasks and data across multiple components in 
a network. These systems are used in a wide range of applications, including data 
processing, storage, and retrieval, network communication, and web services [1]. 
Cloud computing is a new technology which is managed by a third party “cloud 
provider” to provide the clients with services anywhere, at any time, and under 
various circumstances [2]. In order to provide clients with cloud resources and 
satisfy their needs, cloud computing employs virtualization and resource 
provisioning techniques [3]. 

The primary focus of distributed computing is to provide access to 
information as well as to allow for the computation and sharing of information. 
Distributed computing is achieved by connecting various processing units that are 
linked to one another via the use of computer networks. These networks may 
consist of the internet or a local area network (LAN) [4]. Cloud computing is an 
evolution of information technology and a dominant business model for delivering 
IT resources. With cloud computing, individuals and organizations can gain on 
demand network access to a shared pool of managed and scalable IT resources, 
such as servers, storage, and applications [5][6]. Recently, academics as well as 
practitioners have paid a great deal of attention to cloud computing. We rely 
heavily on cloud services in our daily lives, e.g., for storing data, writing 
documents, managing businesses, and playing games online. Cloud computing also 
provides the infrastructure that has powered key digital trends such as mobile 
computing, the Internet of Things, big data, and artificial intelligence, thereby 
accelerating industry dynamics, disrupting existing business models, and fueling 
the digital transformation [7]. 

This review explores the use of distributed systems for efficient cloud 
resource management. It categorizes key research studies. The review provides a 
comprehensive overview of the advancements in distributed systems, addressing 
both technological progress and challenges. It aims to contribute to the ongoing 
discourse in this dynamic field, offering valuable insights for current practitioners 
and future research. 
 

B. Background Theory 
a. Cloud Computing 

Cloud computing represents a form of computing that operates over the 
Internet, offering on-demand processing resources and capabilities. It enables 
access to a collective pool of configurable technological assets, including networks, 
servers, and various applications. These resources are readily available and can be 
allocated or relinquished with minimal management effort [8]. Cloud computing 
enables individuals and organizations to store and process data in data centers 
owned by third-party providers, which may be located in distant geographical 
areas [9]. One major advantage of this technology is its ability to assist firms in 
avoiding significant upfront costs related to infrastructure, such as the acquisition 
of hardware and servers. Moreover, it allows organizations to focus on their 
primary business operations, rather than on overseeing tangible infrastructure. 
[10]. Further, Cloud computing allows enterprises to quickly implement their 
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applications, greatly lowering the time required to become operational. 
Additionally, it provides firms with a practical method to adapt resources in 
accordance with fluctuating demands. This adaptability enables organizations to 
easily expand their computing capacities in response to growing requirements and 
likewise reduce them when the demand decreases [11]. Cloud service providers 
generally employ a pricing mechanism known as "pay-as-you-go." Figure 1 depicts 
the different essential elements of cloud computing in this method [12]. Notable 
cloud computing platforms comprise Amazon's Elastic Compute Cloud (EC2), 
Microsoft's Azure, and Oracle Cloud. Virtualization is the fundamental technology 
that enables cloud computing. It involves dividing a single physical computing unit 
into many virtual devices [13]. Virtualization enables seamless use and 
management of each virtual device for computing operations. This results in the 
creation of a scalable system consisting of multiple autonomous computing 
devices, which improves the allocation and utilization of unused physical 
resources more efficiently [14]. Cloud computing vendors offer their services using 
several models. Infrastructure as a Service (IaaS) provides users with computing 
infrastructure, such as virtual machines and other resources, in the form of a 
service. Platform as a Service (PaaS) enables users to deploy projects, including 
infrastructure and applications, onto the cloud with assistance from the provider. 
PaaS suppliers offer a specialised platform that caters to the needs of application 
developers. Software as a Service (SaaS) allows users to utilise the applications 
provided by a service provider. These applications are hosted on cloud 
infrastructure and can be accessed by web browsers other program interfaces 
[15]. Cloud providers are accountable for overseeing the infrastructure and 
platforms that enable the applications in these model [16] [17]. 

 

 
Figure 1. Cloud Computing [12]. 
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i. Main Types of Cloud Computing 
Infrastructure as a Service (IaaS) Offers virtualized computing resources 

across the internet, encompassing storage, computational capacity, and 
networking. The user has the ability to allocate processing, storage, networks, and 
other essential computing resources. Users have the ability to install and execute 
any software of their choice, including operating systems and apps [18]. The 
consumer lacks authority over the core cloud infrastructure, but retains control on 
operating systems, storage, deployed applications, and maybe has limited control 
over certain networking components such as host firewalls [19]. 

Platform as a Service (PaaS) Enables users to create, execute, and oversee 
applications without having to handle intricate infrastructure intricacies. The user 
is responsible for deploying consumer-developed or acquired apps into the cloud 
infrastructure, using programming languages and tools that are supported by the 
provider. The consumer lacks authority or jurisdiction over the cloud 
infrastructure, but retains control over the deployed apps and potentially the 
configurations of the application hosting environment [17]. 

Software as a Service (SaaS) Deploys diverse software programs via the 
Internet, obviating the need for local installs. The consumer utilizes the 
applications provided by the supplier, which are hosted on a cloud infrastructure. 
The apps can be accessed by different client devices through a thin client interface, 
such as a web browser, for example, web-based email. The consumer lacks the 
ability to oversee or manipulate the fundamental cloud infrastructure, such as the 
network, servers, operating systems, storage, and even specific application 
functionalities, except for potentially limited user-specific configuration settings 
for applications [17]. 

Function as a Service (FaaS) With serverless computing, developers may 
handle event-driven execution of processes without worrying about the underlying 
infrastructure [20]. 

 
ii. The Benefits of Cloud Computing 

In the modern era, cloud computing has revolutionized the way businesses 
and individuals utilize technology, offering a myriad of benefits that cater to 
diverse needs and operational scales. This paradigm shift in computing has 
brought forth several key advantages that have fundamentally altered the 
landscape of digital services and infrastructure management [21], [22]. 

One of the primary advantages of cloud computing is Cost Efficiency. Unlike 
traditional computing models that often require significant upfront investment in 
infrastructure, cloud computing operates on a pay-as-you-go basis. This model 
allows users to pay only for the resources they use, significantly reducing initial 
expenses and enabling more efficient budgeting. This cost-effective approach is 
particularly beneficial for small and medium-sized enterprises (SMEs) and 
startups, as it provides them with access to high-end technology without the hefty 
price tag [23]. 

Another significant benefit is the provision of Managed Services. Cloud 
providers take on the responsibility of maintaining and updating the 
infrastructure, which includes regular software updates, security patches, and 
system upgrades [24]. This relieves users from the complex and time-consuming 
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tasks associated with infrastructure management, allowing them to focus more on 
their core business activities [25], [26]. 

Scalability is a hallmark of cloud services. The flexibility to scale resources 
up or down based on current demands is a game-changer, especially in today's 
dynamic market environment. Businesses can easily adjust their resource usage to 
handle peak loads during high-demand periods or scale down during slower 
periods, ensuring operational efficiency and cost-effectiveness [27]. 

Lastly, Accessibility is a crucial aspect of cloud computing. Users can access 
cloud services and data from any location, provided they have an internet 
connection. This level of accessibility facilitates remote collaboration and offers 
unprecedented flexibility, making it easier for teams to work together from 
different geographical locations. This feature is especially relevant in the current 
landscape where remote working and digital collaboration have become more 
prevalent [28]. 

 
b. Distributed Systems 

Distributed computing represents a model of computation in which tasks are 
segmented and executed across a network of interconnected computers. This 
method promotes simultaneous processing and cooperative efforts, in contrast to 
the conventional centralized computing model. It leverages the combined 
capabilities of a network, facilitating effective resolution of problems and optimal 
use of resources [29]. 

A distributed system (Fig. 2)[30] A distributed system is a network of 
computers working together to accomplish a task. It presents itself as an 
integrated computing entity, and is commonly used in large-scale computer 
systems. Nodes are dispersed across networked computers, allowing each to 
operate distinctively at different times. Communication occurs through message 
passing, and distributed systems facilitate the sharing of hardware and software 
resources, as well as information exchange between individuals and processes 
[30][31].  

A distributed system is characterized by its support for concurrency, with 
several processors operating simultaneously across different networked 
computers. These processors run in parallel [32], with each computer functioning 
under its own local operating system. A key design feature of such a system is its 
resilience to failures of individual computers. It is engineered to maintain 
continuous service and operation even in the event of a node failure [33]. In 
essence, a distributed system is engineered for fault tolerance, ensuring 
continuous operation despite hardware, software, or network failures [34]. To 
achieve this, it incorporates recovery and redundancy mechanisms, such as 
duplicating information across multiple computers. These features are integral to 
maintaining service continuity, albeit potentially at a reduced capacity, in the event 
of system failures [35].  

The architectural design of a distributed system is notably more intricate 
compared to a centralized system, owing to the potential complexity in 
interactions among its various components and the underlying system 
infrastructure. The performance of a distributed system is significantly influenced 
by factors such as network bandwidth, system load, and the processing speed of 
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the individual computers within the network. This contrasts with a centralized 
system, where performance largely hinges on the speed of a singular processor 
[36] [37]. The efficiency and response time of a distributed system can fluctuate 
based on network load and bandwidth, leading to varying user experiences. Nodes 
within such a system typically operate as independent entities without centralized 
oversight. Additionally, the network linking these nodes constitutes a complex 
system, independent of the control of the computers utilizing it. Distributed 
systems find application in a myriad of settings, including fixed-line, mobile, and 
wireless networks, corporate intranets, the Internet, and the World Wide Web 
[38]. 

 
Figure 2. A distributed system [30]. 

 
i. Benefits of Distributed Computing 

In the realm of distributed computing systems, several key principles stand 
out as pillars of their effectiveness and efficiency: parallel processing, scalability, 
fault tolerance, and resource efficiency [39]. 

Parallel Processing: The implementation of parallel processing in 
distributed systems involves the distribution of computational tasks across 
multiple computing units. This method allows for the simultaneous processing of 
different parts of a complex problem, which significantly reduces the overall 
processing time. By leveraging the capabilities of multiple computers, parallel 
processing effectively addresses the computational demands of intricate and 
resource-intensive tasks [40]. 

Scalability: Scalability is a fundamental characteristic of distributed systems, 
enabling them to efficiently manage increases in workload. This is achieved by 
augmenting the system with additional nodes as needed. The inherent design of 
distributed systems allows for this expansion without adversely affecting system 
performance. As a result, the system remains adept at handling growing demands, 
ensuring that the addition of new nodes or resources is a seamless process that 
maintains operational efficiency [41]. 
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Fault Tolerance: Distributed systems are inherently designed to exhibit a 
high degree of fault tolerance. This is achieved through their ability to remain 
operational even in the event of individual node failures. The architecture of 
distributed systems ensures that the failure of one or more nodes does not 
compromise the overall functionality of the system. This robustness against 
hardware issues is crucial in maintaining continuous operation, thereby enhancing 
the reliability and resilience of the system [42]. 

Resource Efficiency: The efficient utilization of resources is a key advantage 
of distributed systems. By strategically distributing computational tasks across 
various nodes in the network, these systems optimize the use of available 
resources. This approach not only maximizes the performance of individual nodes 
but also enhances the overall responsiveness and efficiency of the system. 
Consequently, distributed systems are able to achieve a higher level of operational 
effectiveness, making practical and optimal use of the resources distributed 
throughout the network [43]. 

 
ii. Main Types of Distributed Computing 

In the diverse landscape of modern computing, various architectures play 
pivotal roles in addressing specific computational needs and challenges. Among 
these, cluster computing, grid computing, parallel computing, and Peer-to-Peer 
(P2P) computing stand out for their unique approaches and applications. 

Cluster Computing: Cluster computing refers to the technique of linking 
multiple computers, often known as nodes, to function collectively as a single, 
more powerful system. This interconnected group of computers shares processing 
tasks and resources, working in tandem to handle computationally intensive tasks. 
Each node in a cluster operates in concert with others, resulting in enhanced 
processing capabilities and higher availability. Cluster computing is particularly 
effective in scenarios requiring high-performance computing, as it combines the 
power of individual nodes to form a robust and scalable solution [44][45]. 

Grid Computing: Grid computing is a form of distributed computing that 
involves harnessing the power of a vast network of computers spread across 
different geographical locations. These computers collaborate to work on a 
common task, typically involving large-scale, complex computations such as 
scientific research, data analysis, and simulations. Unlike cluster computing, where 
nodes are closely connected and often homogenous, grid computing leverages a 
more heterogeneous and expansive network, pooling resources from various 
systems. This approach is ideal for tasks that require immense computational 
power and data processing, often transcending the capabilities of a single machine 
or local cluster [46]. 

Parallel Computing: Parallel computing is a computational approach where a 
large task is divided into smaller subtasks, which are then processed concurrently 
across multiple processors [47] [48]. The method optimizes computational speed 
and efficiency by allowing different parts of a task to be executed simultaneously 
rather than sequentially [49]. It effectively reduces the time taken to process 
complex and large-scale computations, making it an essential approach in high-
performance computing environments [50]. Parallel computing is often used in 
scientific simulations, image processing, and complex mathematical calculations, 
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where the ability to process multiple operations at the same time significantly 
accelerates the overall task completion. 

Peer-to-Peer (P2P) Computing: Peer-to-Peer computing, commonly known as 
P2P computing, is a decentralized network model where each computer, or peer, in 
the network shares resources and processing power directly with other peers 
without the need for a centralized administrative system. In a P2P network, all 
computers participate in data sharing and processing, making the network highly 
resilient and scalable. This model is frequently used for file sharing, distributed 
computing, and collaborative work. P2P computing allows for a more efficient use 
of resources as each peer contributes to and benefits from the network, leading to 
a more robust and fault-tolerant system [51]. 

 
C. Literature Review 

Gonzalez et al. in 2017 conducted a systematic review of over 110 
publications on cloud resource management, developing a taxonomy and 
highlighting future challenges. Their work, while comprehensive, notes potential 
biases and scope limitations. Key findings include identifying gaps in security and 
dynamic resource allocation in diverse cloud environments [52].  

2019 - Aziz et al. analyzed Spark’s resource allocation, emphasizing machine 
learning's impact on performance, offering practical tuning advice. Their findings, 
specific to certain setups, may have limited wider applicability. They conclude that 
optimal allocation significantly enhances Spark's performance, particularly noting 
the role of RDDs' persistence [53] . 

Paper [54] proposes Dynamic Resource Allocation (DRA) and Energy Saving 
techniques using VM live migration in OpenStack. These methods aim to enhance 
VM efficiency and reduce energy consumption in physical machines, achieving 
approximately 39.89% energy savings. However, scalability and reliance on 
OpenStack are potential challenges. The study demonstrates that integrating DRA 
with energy-saving approaches significantly enhances energy efficiency and 
resource utilization in cloud environments. 

2019 - Guo et al. utilized stochastic dynamic models for backup resource 
provisioning in cloud computing. Their comprehensive and practical approach, 
validated on Amazon EC2, provides efficient strategies for SLA formulation and 
resource management in cloud data centers [55]. 

2020 - Fard et al. conducted a systematic review of resource allocation 
mechanisms in cloud computing. They offered a detailed classification and analysis 
of various strategies. However, the rapid evolution of cloud computing could 
quickly outdate some methods. The study provides a detailed overview of the 
current state of cloud resource allocation, highlighting potential areas for future 
research [56]. 

2020 - Shukur et al. examined various approaches and algorithms for 
resource allocation in cloud computing through virtualization. The study highlights 
how virtualization impacts cloud resource allocation, network performance, and 
cost-efficiency. Despite benefits, challenges such as scalability and adaptability in 
diverse cloud environments were noted. Key findings include that each approach 
and algorithm contribute to optimizing cloud resource use, balancing loads, and 
conserving energy [57] [50]. 
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[58] presented a taxonomy focusing on autonomic and elastic resource 
management in cloud environments. Their study analyzes the design and 
applications, offering crucial insights for future research and development in cloud 
computing resource management. It addresses the efficiency and adaptability of 
current resource management strategies, especially under varying cloud demands. 
The classification emphasizes the need for more efficient and adaptable resource 
management solutions in cloud computing. 

–Lindsay   [2021] et al. conducted a comprehensive review of distributed 
computing's evolution over six decades, focusing on its development, 
decentralization, and influences on centralization trends. The paper provides a 
historical perspective, charting the technological progression and shift towards 
decentralization in various computing paradigms. However, its broad scope might 
limit the depth of analysis for each paradigm. Key observations include a trend 
towards diversification and specialization in distributed systems, especially for 
low-latency tasks, and the adaptation to challenges like increasing complexity and 
technological constraints such as the end of Moore's Law [59]. 

[60] focused on the application of machine learning in cloud resource 
management. Their study offers a thorough analysis of current practices and 
outlines potential directions for future research. They identify those inefficiencies 
in Virtual Machine Placement (VMP) lead to significant resource wastage and 
increased operational costs. The paper provides an in-depth insight into cloud 
resource management, particularly emphasizing the applications and implications 
of machine learning in this field. 

2022 - Yu et al. introduced a novel approach to cloud resource scheduling 
using deep reinforcement learning, specifically tailored for distributed services 
with a focus on container-based models and algorithms [61]. Their work offers a 
detailed and innovative perspective on resource scheduling, potentially increasing 
efficiency in cloud service operations. However, the complexity of implementation 
and the need for adaptability in various cloud environments present significant 
challenges. The study demonstrates the effectiveness of deep reinforcement 
learning in cloud scheduling, notably improving both reliability and efficiency of 
cloud services [62]. 

[63] focused on the analysis of scheduling within cloud computing, 
particularly emphasizing the application of machine learning. Their study provides 
a comprehensive overview of the various challenges associated with resource 
scheduling in cloud environments. They acknowledge that rapid advancements in 
cloud technology may render some earlier concepts obsolete. The paper advocates 
for the use of machine learning as a key tool for intelligent scheduling, addressing 
the complexities inherent in modern cloud computing scenarios. 

 [64] conducted a review focusing on distributed intelligence across the 
Edge-to-Cloud continuum, delving into aspects of Machine Learning and Data 
Analytics. Their paper presents a comprehensive overview of distributed 
intelligence technologies, outlining the key challenges faced and potential 
directions for future research. They note that the rapid evolution of technology in 
this field might constrain the scope of their study and affect the longevity of its 
findings. The study emphasizes the critical need for continued research in 
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performance optimization and the efficient deployment of machine learning and 
data analytics within the realm of distributed computing. 

2022 - Debauche et al. employed a systematic review methodology to 
compare various computing architectures within the context of Agriculture 4.0. 
Their study assesses the suitability, adaptability, and potential for industrial 
transition of Collaborative Computing models in agriculture. However, they 
acknowledge potential biases in source selection and the rapid evolution of 
technology, which might limit the relevance of their findings over time. The 
abstract of their paper provides a comparative analysis of different architectures in 
Agriculture 4.0, evaluating them against eight specific criteria and discussing the 
advantages and disadvantages of each [65]. 

[66] conducted an in-depth study on dynamic resource allocation (DRA) in 
cloud computing, reviewing a range of approaches, scheduling techniques, and 
optimization metrics. The paper effectively reviews and clarifies various DRA 
methods, providing a detailed categorization of scheduling and optimization 
techniques pivotal in the evolution of cloud computing. However, it is noted that 
the study primarily consolidates existing knowledge and lacks empirical testing of 
these methods, offering no new data or groundbreaking methodologies. The paper 
concludes that DRA in cloud computing encompasses heuristic, numerical, and 
learning methods, underscoring the importance of efficiency, scalability, and 
adaptability within cloud environments. 

The study [67] presents a novel integration of machine learning, task 
scheduling, and NSUPREME encryption to enhance security in cloud computing. 
The approach not only optimizes resource usage and reduces power consumption 
but also significantly improves the responsiveness of cloud computing systems. 
Despite its advantages, the study recognizes challenges in adaptability due to 
rapidly changing technologies in the field. The findings demonstrate that this 
hybrid approach, combining machine learning with advanced scheduling 
techniques, outperforms existing methods in cloud resource management, marking 
a significant advancement in the efficiency and security of cloud computing 
operations. 

Research by [68] proposes an AI-centric, data-driven Resource Management 
System (RMS) model designed for resource management in distributed computing 
systems. The study highlights how AI-driven resource management significantly 
enhances efficiency and adaptability within complex computing environments. 
However, it acknowledges the challenges associated with implementing AI-centric 
solutions in diverse and varying environments. The findings of the study 
demonstrate the feasibility and potential of AI-centric approaches in the context of 
modern computing, suggesting promising directions for future research in this 
field. 

Conducted an examination of resource allocation algorithms across different 
computing environments, including cloud computing and cellular networks. Their 
work provides a comprehensive comparison of a variety of algorithms, along with 
their respective applications and the environments in which they are 
implemented. The study goes beyond mere comparison, offering a critical 
evaluation of these resource allocation algorithms. It delves into the strengths and 
weaknesses of each algorithm and discusses the factors that influence their 
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performance. This critical assessment aids in understanding the effectiveness and 
suitability of these algorithms in different contexts [69]. 

2023 - Ilager et al., in their study marked as n.d.-b, delve into AI-centric 
resource management within distributed systems, emphasizing data-driven 
solutions and AI-based systems. Their research underscores the feasibility and 
advantages of AI-centric methods in distributed computing, particularly noting 
improvements in efficiency and adaptability. However, they caution that the rapid 
evolution of technology could potentially impact the long-term relevance of their 
findings. The study highlights the significant role of AI in enhancing resource 
management, pointing out its practical applications and suggesting directions for 
future research in this rapidly advancing area [70]. 

[71]introduced an innovative method for cloud resource allocation, utilizing 
fuzzy meta-heuristics that integrate Takagi–Sugeno–Kang (TSK) neural-fuzzy 
systems with ant colony optimization (ACO). This approach primarily targets 
enhancing energy efficiency and optimizing virtual machine (VM) migration 
processes. The method adeptly combines fuzzy logic and ACO, leading to more 
efficient cloud resource prediction and allocation, significantly reducing energy 
consumption while boosting overall system efficiency. However, the complexity of 
this proposed method poses potential challenges in practical implementation, 
especially in large-scale systems, and its real-world application might vary from 
the results observed in theoretical simulations. Nevertheless, simulation results 
indicate a notable reduction in energy usage and an improvement in resource 
allocation efficiency, demonstrating the effective integration of neural-fuzzy 
systems with ACO in the realm of cloud computing. 

 
D. Discussion and Comparison 

The collection of reviewed works presents a comprehensive exploration of 
various aspects of resource management in cloud and distributed computing, 
highlighting advancements and challenges from 2017 to 2023. These studies 
collectively underscore the evolving landscape of cloud and distributed computing, 
emphasizing the role of machine learning, AI, and innovative algorithms in 
enhancing efficiency, security, and adaptability, while also acknowledging the 
challenges posed by rapid technological advancements and implementation 
complexities. 

Table 1 provides a comprehensive overview of research studies, organized 
into six columns: Author, Year, Techniques/Methodology, Strengths/Benefits, 
Weaknesses/Limitations, and Key Findings/Results. It provides basic bibliographic 
information, outlines research methods, offers a balanced perspective, and 
summarizes the main research outcomes. 

 
Table 1. Comparative Analysis of Research Studies in Distributed Systems 

and Cloud Resource Management 
Author/

years 

Techniques/ 

Methodology 

Strengths/Benefits Weaknesses/Limitati

ons 

Key findings/ results 

[52] 

 

2017 

Systematic review 

of 110+ 

publications on 

cloud resource 

Paper develops 

taxonomy for cloud 

resource 

management, 

Limitations include 

scope and potential 

biases in selected 

articles for systematic 

Paper finds gaps in 

security, dynamic 

resource allocation, 

proposes taxonomy for 
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management, 

chosen from 

journals and 

conferences. 

quantitatively 

assessing solutions 

and future 

challenges. 

reviews. heterogeneous, 

multicloud, and data-

intensive environments. 

[53] 

 

2019 

Analyzes Spark’s 

resource 

allocation, 

focusing on 

machine learning's 

performance 

impact. 

Offers detailed 

evaluations and 

advice for Apache 

Spark resource 

tuning. 

Findings specific to 

tested setups, 

potentially limiting 

broader applicability. 

Optimal resource 

allocation boosts Spark's 

performance, 

highlighting RDDs' 

persistence role. 

[54] 

2019 

Paper suggests 

DRA and Energy 

Saving methods 

using VM live 

migration in 

OpenStack. 

Methods focus on 

efficient VM use 

and cutting physical 

machine energy 

use, saving 

~39.89%. 

Scalability issues and 

dependency on 

OpenStack 

infrastructure may 

arise. 

Study shows combining 

DRA with energy-

saving methods 

effectively saves energy 

and improves resource 

use in clouds. 

[55] 

 

2019 

Uses stochastic 

dynamic models 

for backup 

resource 

provisioning in 

cloud computing. 

Comprehensive, 

practical approach 

validated on 

Amazon EC2. 

 Offers guidelines for 

efficient SLA creation 

and resource 

management in cloud 

data centers. 

[56] 

2020 

Conducts 

systematic review 

of cloud 

computing 

resource 

allocation 

mechanisms. 

Offers detailed 

classification and 

analysis of diverse 

resource allocation 

strategies. 

Rapid cloud 

computing evolution 

may quickly date 

some methods. 

 

 

 

Details current cloud 

computing resource 

allocation state, 

suggesting future 

research areas. 

[57] 

 

2020 

Examines 

approaches and 

algorithms for 

cloud computing 

resource 

allocation via 

virtualization. 

Shows 

virtualization's 

impact on cloud 

resource allocation, 

network 

performance, and 

cost-efficiency. 

Challenges include 

scalability and 

adaptability in diverse 

cloud environments. 

Study reveals each 

approach and algorithm 

optimizes cloud resource 

use, balances load, and 

saves energy. 

[58] 

 

2021 

Presents 

taxonomy of 

autonomic, elastic 

resource 

management in 

clouds, analyzing 

design and 

applications 

Provides key 

insights for future 

cloud computing 

resource 

management 

research and 

development. 

Addresses efficiency 

and adaptability of 

current resource 

management in 

fluctuating cloud 

demands. 

Classifies resource 

management in cloud 

computing, emphasizing 

efficiency and 

adaptability needs. 

[59] 

 

2021 

Reviews six-

decade evolution 

of distributed 

computing, 

exploring 

Paper gives 

historical view of 

distributed 

computing, its 

technological 

Broad scope may 

restrict in-depth 

analysis of each 

distributed computing 

paradigm. 

Paper notes trend in 

diversifying, 

specializing distributed 

systems for low-latency 

tasks, scaling 
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development, 

decentralization, 

and influences on 

centralization 

trends. 

progression, and 

shift towards 

decentralization 

across various 

paradigms. 

complexity, and 

adapting to 

technological limits like 

Moore's Law's end. 

[60] 

 

2022 

Machine learning 

for resource 

management in 

cloud settings. 

 

Offers thorough 

analysis and 

outlines future 

research directions 

VMP inefficiency 

causes resource waste 

and higher 

operational costs. 

In-depth insight into 

cloud resource 

management, focusing 

on machine learning 

applications. 

[62] 

 

2022 

Introduces deep 

reinforcement 

learning-based 

cloud resource 

scheduling for 

distributed 

services, with a 

novel container-

focused model 

and algorithm. 

Offers a detailed 

and innovative 

approach to 

resource 

scheduling, 

potentially 

enhancing 

efficiency in cloud 

services. 

However, 

implementation 

complexity and 

adaptability to diverse 

cloud environments 

pose challenges. 

Shows deep 

reinforcement learning's 

effectiveness in cloud 

scheduling, enhancing 

reliability and 

efficiency. 

[63] 

 

2022 

Analyzes 

scheduling in 

cloud computing, 

emphasizing 

machine learning 

application. 

Offers a detailed 

overview of 

resource scheduling 

challenges in cloud 

computing. 

Advancements in 

cloud technology 

could surpass earlier 

ideas. 

Machine learning 

proposed for intelligent 

scheduling in complex 

cloud computing. 

[64] 

 

 

2022 

Reviews 

distributed 

intelligence in 

Edge-to-Cloud, 

covering Machine 

Learning and Data 

Analytics. 

Offers overview of 

distributed 

intelligence tech, 

with key challenges 

and future research 

directions. 

Rapid tech evolution 

in the field may limit 

the study's scope and 

findings' longevity. 

Emphasizes the need for 

research in optimizing 

performance and 

efficient deployment of 

machine learning and 

data analytics in 

distributed computing. 

[65] 

 

2022 

Used systematic 

review to compare 

architectures in 

Agriculture 4.0 

context. 

Collaborative 

Computing in 

Agriculture 4.0, 

assessing 

suitability, 

adaptability, and 

industrial transition. 

Biases in source 

selection and 

technology's rapid 

evolution may date 

some findings. 

Abstract compares 

architectures in 

Agriculture 4.0 on eight 

criteria, analyzing each's 

pros and cons. 

[66] 

 

2022 

Paper studies 

dynamic resource 

allocation in cloud 

computing, 

reviewing various 

approaches, 

scheduling, and 

optimization 

metrics. 

Reviews and 

clarifies DRA 

methods, 

identifying and 

categorizing 

scheduling and 

optimization 

techniques in cloud 

computing 

evolution. 

Lacks empirical 

testing of methods, 

primarily consolidates 

existing knowledge 

without new data or 

methods. 

Paper shows cloud 

computing's DRA 

includes heuristic, 

numerical, and learning 

methods, stressing 

efficiency, scalability, 

and adaptability in cloud 

environments. 
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[67] 

 

2022 

a shared-memory 

parallel processing 

method 

Method improves 

system control and 

speed in diverse 

multicore setups. 

potential issues 

include complex 

management and 

hardware reliance 

More cores in multicore 

systems reduce 

execution time, boost 

OS performance 

[68] 

 

2023 

Proposes AI-

centric, data-

driven RMS 

model for 

resource 

management in 

distributed 

systems. 

AI-driven resource 

management 

enhances efficiency 

and adaptability in 

complex computing 

environments. 

AI-centric solutions 

face challenges in 

diverse environment 

implementation. 

Shows AI-centric 

approaches' feasibility 

and potential in modern 

computing, hinting at 

future research paths. 

[69] 

 

2023 

Examines 

resource 

allocation 

algorithms in 

environments like 

cloud computing 

and cellular 

networks. 

Provides a broad 

comparison of 

various algorithms, 

applications, and 

environments. 

 

 Critically evaluates 

resource allocation 

algorithms, highlighting 

strengths, weaknesses, 

and performance factors. 

[70] 

 

2023 

AI-centric 

resource 

management in 

distributed 

systems with data-

driven solutions 

and AI-based 

systems. 

Highlights AI-

centric methods' 

feasibility and 

benefits in 

distributed 

computing for 

efficiency and 

adaptability. 

Technology's fast 

evolution may affect 

the findings' 

relevance. 

AI's role in improving 

resource management 

highlighted, with 

practical applications 

and future research 

directions. 

[71] 

 

2023 

Proposes fuzzy 

meta-heuristics for 

cloud resource 

allocation, 

combining TSK 

neural-fuzzy 

systems and ACO, 

focusing on 

energy efficiency 

and VM 

migration. 

Method integrates 

fuzzy logic and 

ACO for efficient 

cloud resource 

prediction and 

allocation, reducing 

energy 

consumption, and 

improving overall 

efficiency. 

Proposed method's 

complexity may 

challenge practical 

implementation, 

especially in large 

systems; real-world 

application may differ 

from theoretical 

simulations. 

Method shows in 

simulations reduced 

energy use, improved 

resource allocation 

efficiency, and effective 

integration of neural-

fuzzy systems with 

ACO in cloud 

computing. 

 
E. Extracted Statistics 

The research spans from 2017 to 2023, beginning with the identification of 
gaps in cloud resource management, particularly in security and dynamic 
allocation. Studies in 2019 and 2020 address these challenges with energy-
efficient DRA and guidelines for resource management. The role of machine 
learning and AI becomes prominent in 2022 and 2023, with insights into 
intelligent scheduling, performance optimization, and the introduction of 
innovative methods like deep reinforcement learning and neural-fuzzy systems. 
Recommendations and classifications for efficient resource management emerge in 
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2020 and 2021, while 2021 and 2022 also bring attention to specific fields like 
distributed systems and Agriculture 4.0. The research concludes in 2023 with 
evaluations of resource allocation algorithms and the potential of AI-centric 
approaches, highlighting the continuous evolution in cloud and distributed 
computing and the critical need for ongoing research and development. 

 

26%

16%

58%

Key Findings

Role of Machine Learning and

AI

Applications and Innovations

Implications for Specific

Fields

Figure 3. Thematic Distribution of Research Articles in Cloud Resource Management 

(2017-2023). 

 
The chart in the document represents a distribution of 19 research articles 

related to cloud resource management, categorized into three main areas of focus: 
Role of Machine Learning and AI: Out of the 19 articles, 5 are dedicated to 

exploring the role of machine learning and artificial intelligence in cloud resource 
management. This signifies a substantial interest in how AI and machine learning 
technologies are shaping the landscape of cloud computing, specifically in the 
context of resource management. Applications and Innovations: 3 of the 19 articles 
delve into applications and innovations in the field. This category likely covers new 
technologies, methods, or innovative approaches being developed and applied in 
cloud resource management, showcasing the advancements and novel solutions in 
the domain. 

Implications for Specific Fields: The largest category, with 11 articles, focuses 
on the implications of cloud resource management in specific fields or industries. 
This indicates a broad and diverse range of applications and impacts of cloud 
computing advancements across various sectors, highlighting how these 
innovations are being applied and the consequences they have in different 
contexts. 
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In a comprehensive overview of advancements in cloud and distributed 
computing from 2017 to 2023, the papers collectively emphasize a diverse range of 
methodologies and techniques. Key focuses include systematic reviews of cloud 
resource management and allocation mechanisms, highlighting the evolution of 
technologies and methodologies over the years. A significant portion of the 
research concentrates on integrating machine learning and AI into resource 
management, aiming to optimize performance, efficiency, and security. Techniques 
such as dynamic resource allocation, deep reinforcement learning, and the use of 
fuzzy meta-heuristics demonstrate innovative approaches to enhance cloud 
computing efficiency, particularly in VM efficiency, energy saving, and resource 
scheduling. Overall, these studies reflect a dynamic and evolving field, increasingly 
relying on sophisticated algorithms and AI-driven strategies to address the 
complexities of modern cloud and distributed computing environments. 

33%

28%

22%

17%

Techniques and Methodologies 

Machine Learning and AI in

Resource Management

Resource Allocation Techniques

and Models

Specialized Methodological

Approaches

Systematic Reviews and

Historical Analyses

Figure 4. Techniques and Methodologies in Cloud and Distributed Systems: A 2017-

2023 Perspective. 

 
In the domain of cloud and distributed computing research, the 

categorization and analysis of various scholarly papers reveal distinct focus areas, 
each represented by a specific number of studies. Firstly, the category of 
"Systematic Reviews and Historical Analyses" comprises 4 papers, reflecting a 
scholarly interest in comprehensive overviews and historical perspectives of cloud 
computing's evolution. The second category, "Machine Learning and AI in Resource 
Management," is the most prominent, with 6 papers. This underscores a significant 
trend towards integrating advanced technologies like machine learning and 
artificial intelligence in managing cloud resources. The third category, "Resource 
Allocation Techniques and Models," includes 5 papers, indicating a strong research 
focus on developing and refining methods for efficient resource distribution in 
cloud environments. Lastly, the "Specialized Methodological Approaches" category, 
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also comprising 4 papers, highlights research dedicated to specific, innovative 
techniques and models in cloud computing. Collectively, these counts not only offer 
a quantitative overview of the research landscape but also qualitatively 
underscore the diverse methodologies and thematic areas that are shaping the 
field of cloud and distributed computing. 

 
F. Recommendations  

In the rapidly evolving field of cloud and distributed computing, two pivotal 
recommendations stand out for driving future progress. Firstly, a significant 
emphasis should be placed on integrating artificial intelligence (AI) and machine 
learning technologies. This integration is crucial as it promises to significantly 
enhance the efficiency and security of cloud computing environments. By 
leveraging AI, cloud systems can become more adaptive and intelligent, leading to 
optimized resource management and improved performance. Secondly, the 
development of dynamic and adaptive resource management strategies is 
essential. Such strategies will allow cloud systems to efficiently adapt to fluctuating 
demands and workloads, ensuring optimal resource utilization. This focus on 
adaptability not only improves the overall efficiency of cloud services but also 
ensures their scalability and reliability, catering to the growing and diverse needs 
of modern digital infrastructures. 

 
G. Conclusion 

The papers reviewed from 2017 to 2023 present a comprehensive and 
evolving landscape of research in the field of cloud computing and distributed 
systems, each contributing significantly to our understanding and capabilities in 
these areas. continuously pushing the boundaries of what's possible in cloud 
computing and distributed systems. These studies collectively underscore the 
importance of innovative approaches to resource management, Highlighting the 
significant potential of advanced computational technologies to revolutionize 
distributed systems and cloud computing resource management. They also bring 
to light the critical balance between advancing technology and addressing practical 
implementation challenges, ensuring that these solutions are not only theoretically 
sound but also viable in real-world applications. As we move forward, the insights 
from these papers will undoubtedly guide future research and development, 
shaping the next generation of cloud computing and distributed system 
technologies. 
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