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Penyakit bercak daun yang disebabkan oleh bakteri Xanthomonas campestris 
pv. vesicatoria merupakan salah satu penyakit penting pada tanaman paprika 
di Indonesia. Penyakit ini dapat menurunkan kualitas dan kuantitas hasil 
panen paprika. Metode yang digunakan yaitu transfer learning dengan 
menggunakan model DenseNet-201. Penelitian ini menggunakan data 
gambar daun paprika yang terinfeksi dan tidak terinfeksi sebanyak 4.876 
gambar. Data tersebut dibagi menjadi data latih, data validasi, dan data 
uji.  Hasil penelitian menunjukkan bahwa model transfer learning mampu 
mendeteksi penyakit bercak daun pada paprika dengan akurasi keseluruhan 
sekitar 99.5%. Evaluasi model terhadap kelas “Bacterial Spot” dan “Healthy” 
menghasilkan precision, recall, dan F1-score rata-rata sekitar 99.5%. 
Penelitian ini menunjukkan bahwa metode transfer learning dapat 
digunakan sebagai sistem deteksi penyakit tanaman yang efektif dan efisien. 
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Leaf spot disease caused by the bacterium Xanthomonas campestris pv. 
vesicatoria is one of the significant diseases affecting pepper plants in 
Indonesia. This disease can reduce the quality and quantity of pepper harvests. 
The method used in this study is transfer learning using the DenseNet-201 
model. The research utilizes a dataset of 4,876 images of infected and 
uninfected pepper leaves. The data is divided into training, validation, and test 
sets. The results show that the transfer learning model can detect leaf spot 
disease in peppers with an overall accuracy of around 99.5%. The evaluation 
of the model for the classes "Bacterial Spot" and "Healthy" yields an average 
precision, recall, and F1-score of approximately 99.5%. This research 
demonstrates that transfer learning can be employed as an effective and 
efficient plant disease detection system.  
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A. Pendahuluan 
Penyakit daun paprika dapat disebabkan oleh berbagai faktor, termasuk 

bakteri, virus, jamur, dan serangga [1]. Salah satu penyakit yang umum terjadi 
pada paprika adalah bacterial spot, yang disebabkan oleh bakteri Xanthomonas 
campestris [2]. Bakteri Xanthomonas campestris pv. Vesicatoria adalah patogen 
tanaman yang menyebabkan penyakit bercak daun pada tanaman paprika. 
Penyakit ini dapat menyebabkan kerugian yang besar karena dapat menyebar 
dengan cepat dan menyebabkan kerusakan pada daun, batang, dan buah paprika 
[3]. 

 Untuk mengklasifikasi penyakit pada daun paprika digunakan salah satu 
metode deep-learning yang merupakan salah satu cabang dari machine learning 
yang menggunakan neural network dengan banyak layer untuk mempelajari pola 
dari data yang kompleks, seperti gambar [4]. Sementara itu transfer learning 
adalah teknik deep learning yang memanfaatkan pengetahuan yang telah dipelajari 
dari tugas sebelumnya untuk tugas baru. Dalam transfer learning, model deep 
learning yang telah dilatih pada dataset besar dapat digunakan sebagai awal yang 
baik untuk mempelajari dataset baru yang lebih kecil. Dengan memanfaatkan 
pengetahuan yang telah dipelajari dari tugas sebelumnya, transfer learning dapat 
menghasilkan model deep learning yang lebih baik [5]. 

Deep learning, khususnya Convolutional Neural Network (CNN), mampu 
memberikan hasil signifikan dalam mengenali objek gambar, seperti dalam 
masalah klasifikasi. Beberapa penelitian menggunakan metode transfer learning 
untuk mengklasifikasikan penyakit pada tanaman lain seperti kentang [6], kopi [7], 
padi [4], dan apel [8]. Dari hasil dari penelitian tersebut menunjukkan bahwa 
metode transfer learning memiliki tingkat akurasi yang tinggi dalam 
mengklasifikasikan penyakit pada tanaman.  

 Pada penelitian ini, klasifikasi menggunakan metode transfer learning 
dengan model DenseNet201. Model DenseNet201 dipilih karena memiliki 
keunggulan dalam klasifikasi citra. Sebuah penelitian menunjukan bahwa 
DenseNet201 telah terbukti memberikan hasil yang sangat baik dalam klasifikasi 
citra dibanding model yang lain seperti AlexNet, LeNet, VGGNET, Resnet dan 
GoogleNet [9] . 

Pada penelitian sebelumnya [10], digunakan dataset yang dibagi menjadi 
daun sehat dan daun yan terinfeksi bercak bakteri. Implementasi CNN dengan 
transfer learning menggunakan arsitektur VGG16 menghasilkan hasil akurasi tes 
sebesar 90%, akurasi pelatihan 97% dengan loss 8,5%, akurasi validasi sebesar 
97,5% dengan loss 6,9%. 

Berdasarkan  uraian  diatas, peneliti melakukan pemodelan untuk 
mengklasifikasi penyakit tanaman pada daun paprika dengan menggunakan 
metode transfer learning dengan model DenseNet201 dan melakukan pengujian 
perbandingan terhadap optimizer, learning rate, epoch dan batch size yang 
diharapkan dapat memiliki nilai akurasi yang lebih tinggi. 
 
B. Metode Penelitian 
 Metode penelitian ini diilustrasikan melalui sebuah diagram alir yang 
menjelaskan langkah-langskah utama yang dapat dilihat pada Gambar 1. 
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Gambar 2. Diagram alir  

1. Pengumpulan Dataset 

 Data yang digunakan dalam penelitian ini adalah dataset citra penyakit 
tanaman pada daun paprika terdiri dari 2 kelas yaitu Sehat ( Healthy) dan Bercak 
bakteri (bacterial spot). Dataset yang digunakan berasal dari dataset publik 
menggunakan dataset yang sudah tersedia dari platform Kaggle yang disebut “New 
Plant Diseases Dataset”.  Dataset tersebut memiliki berbagai jenis tanaman seperti 
jangung ,padi, tomat, kentang, dan sebagainya. Pada penelitian ini digunakan label 
tanaman paprika  yang berjumlah 4.876 citra. Jumlah data yang digunakan untuk 
data latih berjumlah 3.701 dan data validasi berjumlah 975 dan data uji berjumlah 
200. Berikut jumlah proporsi tiap data didalam dataset pada Tabel 1. 
 

Tabel 1. Jumlah dataset 

No Kelas Latih Validasi Uji 

1 Healthy 1888 497 100 

2 bacterial spot 1813 478 100 

 

Berikut ini adalah contoh citra yang digunakan Gambar 2 dan Gambar 3 : 

  

Gambar 2. Contoh Daun Sehat 
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Gambar 3. Contoh Daun Bercak Bakteri 

2. Data preprocessing  
 Prapemrosesan data adalah tahap awal dalam pengolahan data yang 
bertujuan untuk mempersiapkan data mentah agar dapat diolah lebih lanjut. 
Tahap ini meliputi beberapa proses, diantaranya, load data atau  input dataset 
menjadi 3 bagian, konfigurasikan dataset untuk kinerja, gunakan augmentasi data, 
dan normalisasi [10]. 
 Pre-processing pada pengklasifikasian daun paprika menggunakan CNN 
bertujuan untuk memperbaiki kualitas citra dan mempersiapkan citra agar dapat 
diolah oleh CNN dengan baik [11]. Pada tahap pre-processing, dilakukan resize 
untuk mengubah ukuran citra agar memiliki ukuran yang sama dan sesuai dengan 
ukuran input CNN dengan ukuran 224x224 [12]. Selain itu, dilakukan normalisasi 
untuk memotong citra daun paprika menjadi ukuran yang sama dan memperbaiki 
kontras citra dengan cara membagi nilai intensitas tiap piksel dengan 255 
sehingga rentang nilai tiap piksel adalah -1 sampai 1 [13]. Secara matematis 
normalisasi dihitung dengan persamaan: 
 

     (1) 

Di mana x adalah vektor fitur asli, μ adalah mean, dan σ adalah standar deviasi. 
 

3. Modeling 

Modeling dilakukan menggunakan pendekatan transfer learning, dalam 
tahap modeling dilakukan import pre-trained model yang digunakan untuk 
menjadi model baru dalam melakukan tugas baru dengan dataset baru [9]. Dalam 
penelitian ini, model pre-trained yang digunakan adalah DenseNet-201, yang 
merupakan model arsitektur Convolutional Neural Network (CNN) yang telah 
dilatih sebelumnya pada dataset imagenet. Transfer learning dapat digunakan 
untuk mengklasifikasikan citra daun paprika pada domain target dengan 
menerapkan hasil dari lapisan ekstraksi fitur pada domain sumber ke lapisan 
ekstraksi fitur pada domain targe[14]. Berikut ilustrasi dasar transfer learning 
pada Gambar 4. 
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Gambar 4. Ilustrasi transfer learning 

Lapisan terakhir dari model yang sebelumnya telah dilatih harus diganti 
dengan lapisan klasifikasi yang baru. Hal ini memungkinkan model fokus pada 
pelatihan lapisan klasifikasi baru [13]. Penggantian dengan lapisan baru yang 
menggunakan fungsi aktivasi sigmoid. Fungsi aktivasi tersebut dapat digunakan 
untuk mengklasifikasikan dua label, yang akan disesuaikan dengan output terkait 
penyakit pada daun paprika. 

 
4. Training model 

 Pelatihan dalam penelitian ini dilakukan melalui empat skenario berbeda 
untuk mengidentifikasi parameter yang menghasilkan kinerja terbaik. Parameter 
yang dievaluasi melibatkan perbandingan terhadap optimizer, learning rate, epoch, 
dan batch Size. Berikut hasil akhir pemilihan hyperparameter yang digunakan 
pada Tabel 2  [15]. 

Tabel 2. Hyperparameter 

No Optimizer Learning Rate Epoch Batch Size 

1 SGD 0,001 10 16 

2 RMSprop 0,0001 20 32 

3 Adam 0,00001 30 64 

4 Adagrad 0,000001 40 128 

 
5. Evaluasi 

Setelah proses pelatihan model selesai, langkah selanjutnya adalah 
mengevaluasi model yang telah dilatih. Evaluasi model dilakukan dengan 
menggunakan dataset yang terpisah dari dataset yang digunakan untuk pelatihan 
model. Untuk mengukur kinerja model yang digunakan untuk klasifikasi, 
digunakan confusion matrix (cm). Evaluasi model dilakukan dengan memantau 
jumlah true positive, true negative, false positive, dan false negative [16]. Dari data 
tersebut dapat dihitung akurasi, , recall, presisi dan F1-score [17]. Masing-masing 
disajikan dari persamaan (2) ke persamaan (5). 
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    (2) 

      (3) 

       (4) 

     (5) 

Istilah-istilah berikut digunakan untuk menjelaskan kinerja model: 

a. True positive (TP): data citra daun paprika positif yang diprediksi dengan 
benar  

b. True negative (TN): data citra daun paprika  negatif yang diprediksi dengan 
benar  

c. False positive (FP): data citra daun paprika negatif yang salah diprediksi 
positif  

d. False negative (FN): data citra daun paprika positif yang salah diprediksi 
sebagai negatif 

 
C. Hasil dan Pembahasan 

Hasil dan pengujian penelitian tentang pengujian sistem pada klasifikasi 
citra penyakit daun tanaman paprika dilakukan dengan menggunakan arsitektur 
DenseNet-201 dan metode transfer learning. Tujuan dari pengujian sistem ini 
adalah untuk memastikan bahwa penggunaan parameter akurasi, recall, presisi, 
dan F1-score mencapai hasil terbaik dalam klasifikasi citra daun paprika. Berikut 
hasil grafik representasi visual dari arsitektur model menggunakan model 
DenseNet-201 pada Gambar 5. 
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Gambar 5. Visual dari arsitektur model 

1. Hasil Skenario Pengujian Sistem 
 Sistem akan diuji dengan menggunakan empat skenario yaitu perbandingan 

terhadap optimizer, perbandingan terhadap learning rate, perbandingan terhadap 
epoch dan perbandingan terhadap batch size. 

 
1.1  Skenario 1: Optimizer 

 Pemilihan optimizer adalah tahap yang sangat penting dalam proses 
pelatihan model, karena dapat memiliki dampak signifikan terhadap kinerja 
keseluruhan model. Pada skenario pertama, kami melakukan pengujian terhadap 
beberapa optimizer dengan tujuan untuk menemukan optimizer yang paling efisien 
dalam tugas klasifikasi citra daun paprika. Algoritma optimasi yang diteliti 
meliputi SGD, ADAM, RMSprop, dan ADGRAD. Hasil pengujian terhadap optimizer 
pada Gambar 6. 



ISSN 2302-4364 (print)  ISSN 2549-7286 (online) 

Indonesian Journal of Computer Science   Vol. 13, No. 2, Ed. 2024 | page 3008   

 
Gambar 6. Optimizer 

 Gambar 6 menunjukkan bahwa optimizer RMSprop juga dikenal sebagai 
Root Mean Square Propagation adalah metode optimasi yang memungkinkan 
untuk mempertahankan nilai belajar sesuai dengan rata-rata gradien [15]. Selain 
itu, optimizer RMSprop akan digunakan untuk membandingkan learning rate, 
epoch, dan batch size. 
 

1.2  Skenario 2: Learning Rate 
Skenario kedua melibatkan pengujian terhadap berbagai nilai Learning Rate 

menggunakan hasil analisis terbaik dari skenario pertama. Nilai-nilai Learning 
Rate yang diuji dalam skenario ini adalah 0,001, 0,0001, 0,00001, dan 0,000001. 
Proses pengujian dilakukan dengan memanfaatkan optimizer RMSprop, melakukan 
training selama 10 epochs, dan menggunakan batch size sebesar 32. Hasil 
pengujian terhadap learning rate dapat dilihat pada Gambar 7. 

 
 

 
Gambar 7. Learning rate 

 

Berdasarkan Gambar 7, pengujian terhadap Learning Rate 0.001 
menunjukkan hasil akurasi yang cukup tinggi, mencapai 97%. Dengan demikian, 
berdasarkan hasil tersebut, model dapat dinilai sebagai cukup baik karena tingkat 
akurasinya yang tinggi. 

 

1.3  Skenario 3: Epoch 
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Pengujian terhadap jumlah epoch dilakukan dengan menerapkan parameter 
terbaik yang dihasilkan dari skenario sebelumnya. epoch merupakan iterasi 
berulang dalam proses pelatihan yang bertujuan untuk mencapai nilai akurasi 
optimal. Jumlah epoch yang diuji adalah 10, 20, 30, dan 40, dengan menggunakan 
optimizer RMSprop, nilai learning rate 0,001, dan batch size 32. Hasil pengujian 
terhadap jumlah epochs dapat dilihat pada Gambar 8. 

 

 
Gambar 8. epoch 

 
 Berdasarkan Gambar 8, hasil dari semua epoch menunjukkan hasil yang 
sama rata-rata. Oleh karena itu, peneliti memutuskan untuk memilih epoch dengan 
nilai 10 karena waktu pelatihan lebih efisien dibandingkan dengan nilai epoch yang 
lebih tinggi. 
 

1.4  Skenario 4: Batch Size 
Batch Size adalah pembagian dataset per-batch pada setiap epoch untuk 

mempercepat proses pelatihan. Skenario terakhir melibatkan pengujian terhadap 
batch size yang paling optimal. Batch size yang akan diuji adalah 16, 32, 64, dan 
128, dengan menggunakan optimizer RMSprop, nilai learning rate 0,001, dan 
jumlah epochs sebanyak 10. Hasil pengujian terhadap batch size  pada Gambar 9. 

 

 
Gambar 9. Batch Size 

Berdasarkan Gambar 9, hasil pengujian menunjukkan bahwa batch size 
yang paling efisien adalah 32. batch size 32 menghasilkan nilai test accuracy yang 
tinggi, mencapai 99%, sementara training accuracy terbaik dicapai dengan batch 
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size 64, juga mencapai 99%. Namun, peneliti memilih batch size 32 karena hasil 
pengujian menunjukkan kinerja yang baik dengan batch size tersebut. 

2. Hasil pelatihan 
Setelah menguji empat skenario, yaitu optimizer, learning rate, epochs, dan 

batch size, ditemukan bahwa batch size memiliki dampak paling signifikan 
terhadap hasil pengujian. Berikut Pemilihan Hyperparameter yang digunakan pada 
penelitian ini pada  Tabel 3. 

 

Tabel 3. Pemilihan Hyperparameter 
No Parameter Nilai 

1 Optimizer RMSprop 

2 Learning Rate 0.001 

3 Epoch 10 

4 Batch Size 32 

 
Berikut hasil pengujian training pada penelitian ini sebagai berikut pada 

Gambar 10 dan Gambar 11: 
 

  
Gambar 10. Hasil grafik pelatihan 

 

Gambar 11. Hasil pelatihan dengan 10 Epoch 

Secara keseluruhan, hasil latihan dengan 10 epoch yang diberikan 
menunjukkan bahwa model tersebut berperforma dengan baik. Dalam hasil 
training ini, loss pelatihan menurun dari 0.3594 menjadi 0.0767, menunjukkan 
bahwa model belajar dan meningkatkan performanya. Akurasi pelatihan 
meningkat dari 0.8422 menjadi 0.9738, yang menunjukkan bahwa model belajar 
dengan baik dari data. Penurunan validation loss dan peningkatan validation 
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accuracy (dari 0.1344 menjadi 0.0300 dan dari 0.9621 menjadi 0.9938) 
menunjukkan bahwa model tidak hanya menghafal data pelatihan tetapi juga 
mampu menggeneralisasi dengan baik pada data baru yang tidak terlihat selama 
pelatihan. 

3. Hasil pengujian 
Nilai kinerja sistem (Recall, Precision, dan F1-score menggunakan Confussion 

Matrix) adalah parameter tambahan yang dapat digunakan untuk menentukan 
kinerja model terbaik. Hasil nilai confusion matrik pada Gambar 12. 

 

 
Gambar 12. Hasil confusion matrix 

1. Actual: Bacterial spot dan Predicted: Bacterial spot (100%): Model berhasil 
memprediksi 100% sebagai Bacterial spot yang sebenarnya merupakan 
Bacterial spot (True Positive). 

2. Actual: Bacterial spot dan Predicted: Healthy (0): Model tidak membuat 
kesalahan dengan memprediksi instance yang sebenarnya positif sebagai 
negatif. Ini adalah hasil yang sangat baik dan menunjukkan bahwa model dapat 
mendeteksi dengan baik instance positif (False Negative). 

3. Actual: Healthy dan Predicted: Bacterial spot (0): model membuat kesalahan 
dengan memprediksi sekitar 0.99% dari instance yang sebenarnya negatif 
sebagai positif (False Positive). 

4. Actual: Healthy dan Predicted: Healthy (100): model berhasil memprediksi 
sekitar 99% dari instance yang sebenarnya negatif dengan benar. Ini adalah 
hasil yang sangat baik dan menunjukkan kemampuan model untuk 
mengidentifikasi dengan tepat instance yang sebenarnya negatif (True 
Negative). 

Performa model dapat dilihat dari matriks evaluasi yang mencakup 
precision, recall, dan F1-score. Berikut adalah Matrix evaluasi untuk hasil yang 
diberikan pada Gambar 13. 
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Gambar 13. Matrix evaluasi 

 Berikut rata-rata matriks evaluasi yang mencakup precision, recall, dan F1-
score pada Tabel 4 bawah berikut: 
 

Tabel 4. Hasil Rata-Rata Bobot Matrik Evaluasi 
No Nama Precision Recall F1-Score 

1 Bacterial Spot 1.00     0.99   0.99    

2 healthy 0.99 1.00 1.00 

3 Rata rata bobot 0.995 0.995 0.995 

 
Pada penelitian ini Akurasi sebesar 0.99 menunjukkan seberapa baik model 

dapat mengklasifikasikan secara keseluruhan dan Menghitung rata-rata dari 
metrik-metrik untuk setiap kelas, memberikan bobot berdasarkan jumlah instance 
dalam setiap kelas. Weighted average dari 99.5%, menunjukkan performa 
keseluruhan yang baik, dengan mempertimbangkan distribusi instance dalam 
setiap kelas. 

 
D. Simpulan 
 Berdasarkan penelitian ini, dapat disimpulkan bahwa penyakit bercak daun 
dengan metode transfer learning dengan Model klasifikasi yang dilatih 
menunjukkan performa yang sangat baik dengan akurasi keseluruhan sekitar 99%. 
Evaluasi model terhadap kelas "Bacterial spot" dan "Healthy" menghasilkan 
precision, recall, dan F1-score rata-rata sekitar 99.5%, menunjukkan kemampuan 
model untuk mengidentifikasi dengan sangat baik instance di kedua kelas tersebut. 
Rata-rata bobot untuk metrik evaluasi menunjukkan konsistensi performa model, 
memberikan keyakinan bahwa model ini dapat diandalkan dan efektif untuk tugas 
klasifikasi yang diberikan. 
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