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This	review	delves	into	Facial	Beauty	Prediction	(FBP)	using	deep	learning,	
specifically	 focusing	 on	 convolutional	 neural	 networks	 (CNNs).	 It	
synthesizes	 recent	 advancements	 in	 the	 field,	 examining	 diverse	
methodologies	 and	 key	 datasets	 like	 SCUT-FBP	 and	 SCUT-FBP5500.	 The	
review	 identifies	 trends	 in	 FBP	 research,	 including	 the	 evolution	 of	 deep	
learning	models	and	the	challenges	of	dataset	biases	and	cultural	specificity.	
The	 paper	 concludes	 by	 emphasizing	 the	 need	 for	 more	 inclusive	 and	
balanced	datasets	and	suggests	future	research	directions	to	enhance	model	
fairness	and	address	ethical	implications.	
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A. Introduction	
The	 concept	 of	 beauty	 has	 been	 a	 subject	 of	 fascination	 and	 contemplation	

throughout	 human	 history,	 influencing	 societal	 norms,	 cultural	 perceptions,	 and	
individual	self-esteem.	The	perception	of	beauty,	whether	applied	to	a	face	or	any	
comparable	 subject,	 varies	 among	 individuals,	 with	 diverse	 values	 assigned	 to	
beauty	levels	or	ranks	[1],	[2].	In	recent	times,	the	intersection	of	technology	and	
aesthetics	 has	 given	 rise	 to	 the	 intriguing	 field	 of	 beauty	 prediction.	 Beauty	
prediction	 involves	 the	 application	 of	 computational	 methods	 to	 assess	 and	
quantify	perceived	beauty,	with	a	focus	on	understanding	the	intricate	factors	that	
contribute	 to	 this	subjective	notion	[3].	This	evolution	 towards	a	more	analytical	
and	 data-driven	 approach	 to	 beauty	 has	 paved	 the	way	 for	 the	 incorporation	 of	
advanced	technologies	like	deep	learning	[4].	

In	 the	 realm	 of	 artificial	 intelligence	 (AI),	 beauty	 prediction,	 particularly	 in	
the	context	of	 facial	analysis,	has	emerged	as	a	 captivating	area	of	 research	with	
potential	applications	in	computer	vision	and	image	analysis.	The	development	of	
algorithms	capable	of	discerning	and	quantifying	beauty	from	facial	imagery	paves	
the	 way	 for	 more	 intuitive	 and	 human-like	machine	 interactions.	 Moreover,	 the	
application	 of	 beauty	 prediction	 extends	 to	 the	 marketing	 industry,	 where	
understanding	 consumer	 perceptions	 of	 beauty	 can	 significantly	 impact	
advertising	 strategies	 and	product	development	 [5].	Deep	 learning	 (DL),	with	 its	
capacity	 to	 automatically	 learn	 hierarchical	 representations	 from	 data,	 has	
garnered	increasing	interest	as	a	potent	tool	for	beauty	prediction	tasks	[6].	DL	is	
increasingly	utilized	in	various	sectors	such	as	healthcare	for	medical	diagnostics	
and	treatment	planning	[7],	agriculture	for	crop	yield	predictions	and	operation	of	
autonomous	machinery[8],	vocal	AI	and	natural	language	processing	for	enhanced	
voice	recognition	and	translation	services[9],	autonomous	vehicle	navigation	[10],	
fraud	detection[11],	generative	modelling	 [12],	mobile	multimedia	 [13],	 software	
engineering	[14],	big	data	[15],	climate	change	analysis,	and	so	on.			

The	 growing	 interest	 in	 using	 DL	 for	 beauty	 prediction	 is	 rooted	 in	 the	
technology's	 remarkable	 success	 in	 various	 image-related	 tasks	 [16].	DL	models,	
particularly	 convolutional	 neural	 networks	 (CNNs),	 have	 demonstrated	
unparalleled	 capabilities	 in	 recognizing	 complex	 patterns	 and	 features	 within	
images	 [17].	 Leveraging	 these	 capabilities,	 researchers	 and	 practitioners	 aim	 to	
decode	 the	 intricate	 facets	of	 facial	aesthetics	and	overall	beauty.	This	 interest	 is	
further	 fuelled	 by	 the	 potential	 for	 creating	 applications	 that	 not	 only	 capture	
cultural	and	societal	beauty	ideals	but	also	adapt	to	individual	preferences,	thereby	
personalizing	the	concept	of	beauty	in	computational	systems	[18].	

As	deep	learning	techniques	continue	to	evolve	and	mature,	the	exploration	
of	 facial	 beauty	 prediction	 presents	 an	 exciting	 frontier	 with	 multifaceted	
implications.	 Beyond	 technological	 advancements,	 the	 incorporation	 of	 deep	
learning	 into	 facial	beauty	prediction	raises	profound	questions	about	 the	nature	
of	 beauty,	 cultural	 influences	 on	 aesthetic	 preferences,	 and	 the	 ethical	
considerations	 surrounding	 algorithmic	 assessments	 of	 human	 appearance	 [19],	
[20]	.		
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This	 review	 aims	 to	 delve	 into	 the	 burgeoning	 field	 of	 beauty	 prediction	
based	 on	 deep	 learning,	 examining	 its	 foundations,	 current	 state-of-the-art	
techniques,	 applications	 across	 diverse	 domains,	 and	 the	 challenges	 and	
opportunities	that	lie	ahead.	The	rest	of	this	paper	is	organized	as	follows:	section	
2	explores	various	 steps	 in	FBP	 field.	 Section	3	discusses	 the	datasets	employed,	
highlighting	their	roles	and	limitations.	Section	4	includes	a	literature	review	and	
analysis,	offering	insights	into	the	advancements	and	challenges	in	applying	deep	
learning	to	facial	beauty	prediction.	Finally,	section	5	summarizes	key	findings	and	
proposes	future	research	directions.	
	
B. Facial	Beauty	Prediction	

Facial	 beauty	 predication	 and	 attractiveness	 computations	 form	 a	 cutting-
edge	research	domain,	utilizing	automatic	techniques	to	quantify	facial	beauty	by	
analysing	 facial	 features	 and	 images.	 This	 innovative	 field	 seeks	 to	 establish	 a	
quantitative	connection	between	perceived	facial	attractiveness	and	specific	facial	
traits,	 necessitating	 the	 amalgamation	 of	 artificial	 intelligence,	 image	 processing,	
and	pattern	recognition.	The	entire	process	unfolds	through	a	series	of	interrelated	
steps.	It	commences	with	the	acquisition	of	a	diverse	database,	incorporating	data	
from	public	face	databases,	internet	resources,	and	photographs.	Subsequent	pre-
processing	 steps	 ensure	 the	 uniformity	 of	 face	 data	 through	 rectification,	 noise	
removal,	and	normalization[21],	[22].	

Following	 the	 initial	 data	preparation,	 the	 construction	of	 a	 reliable	beauty	
score	database	becomes	paramount.	This	step	addresses	challenges	related	to	the	
scarcity	 of	 universally	 accepted	 true	beauty	 scores	by	 involving	human	 raters	 in	
the	 evaluation	 process.	 Feature	 extraction	 and	 selection	 come	 next,	 identifying	
crucial	attributes	that	guide	the	development	of	prediction	models.	These	features,	
which	 can	 be	 local	 or	 holistic,	 include	 geometric,	 texture,	 and	 appearance-based	
attributes.	The	subsequent	step	involves	the	utilization	of	various	techniques	such	
as	 statistical	 methods,	 machine	 learning,	 and	 deep	 learning	 to	 build	 prediction	
models.	 Techniques	 like	 the	 k-nearest	 neighbour	 algorithm,	 support	 vector	
machine,	 and	 deep	 convolutional	 neural	 network	 are	 commonly	 employed.	 The	
final	step	in	this	comprehensive	process	is	model	validation,	a	critical	phase	where	
human-rated	 scores	 are	 rigorously	 compared	 with	 model-generated	 scores	 to	
ensure	precision	and	reliability	in	predicting	facial	attractiveness	[3],	[19].		

	In	the	practical	implementation	of	facial	beauty	prediction,	two	key	elements	
emerge	 as	 crucial	 for	 the	 success	 and	 reliability	 of	 the	 models:	 datasets,	 and	
techniques.	The	elements	are	discussed	in	next	sections.	

	
C. FBP	Datasets	

In	 this	section,	we	explore	the	common	datasets	utilized	 in	 the	Facial	Beauty	
Prediction	 (FBP)	 field.	 These	 datasets	 are	 crucial	 for	 developing	 and	 evaluating	
algorithms	 designed	 to	 assess	 facial	 attractiveness.	 Each	 dataset	 offers	 unique	
characteristics	and	challenges,	contributing	to	a	comprehensive	understanding	of	
facial	beauty	standards	and	perceptions.	
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1. Multi-Modality	 Beauty	 (M2B)	 dataset[23]	 is	 a	 comprehensive	 dataset	
specifically	 constructed	 for	 the	 study	 of	 female	 attractiveness	 across	
various	 modalities.	 It	 includes	 facial	 images,	 dressing	 images,	 and	 voice	
snippets	 of	 1,240	 females.	 This	 dataset	 is	 distinctive	 in	 its	 approach	 as	 it	
divides	 the	data	 into	 two	 ethnic	 groups:	Westerners	 and	Easterners,	with	
each	group	comprising	620	individuals.	The	uniqueness	of	the	M2B	dataset	
lies	 in	 its	 multi-modality	 approach,	 where	 previous	 datasets	 in	
attractiveness	studies	primarily	 focused	on	single	modalities,	 such	as	only	
facial	images.	
	
The	attractiveness	scores	within	the	M2B	dataset	are	annotated	by	human	
subjects,	employing	a	scoring	system	that	typically	ranges	from	1	to	10.	This	
scoring	 is	 based	 on	 absolute	 value	 ratings,	 a	 popular	 method	 in	 such	
studies,	where	a	user	rates	a	single	image	or	voice	snippet	on	a	scale	of	1	to	
10.	This	form	of	rating	is	crucial	as	it	requires	each	image	or	snippet	to	be	
rated	by	many	users	to	achieve	a	representative	distribution	of	scores.	The	
dataset's	 design	 aims	 to	 capture	 a	 more	 holistic	 view	 of	 attractiveness,	
considering	 that	 attractiveness	 is	 a	 multi-faceted	 concept	 influenced	 by	
various	factors,	including	facial	features,	fashion,	and	voice.	
	
Furthermore,	the	M2B	dataset,	with	its	unique	focus	on	multi-modality	cues	
and	diverse	cultural	representation,	marks	a	significant	advancement	in	the	
field	 of	 attractiveness	 research,	 offering	 new	 avenues	 for	 exploring	 how	
beauty	is	perceived	and	evaluated	across	different	cultures	and	modalities.	
	

2. SCUT-FBP	dataset	[24]	is	a	specialized	collection	comprising	500	portraits	
of	 Asian	 females,	 designed	 for	 research	 in	 automatic	 facial	 beauty	
perception.	 It	 provides	 a	 benchmark	 for	 evaluating	 facial	 attractiveness	
prediction	methods.	 Each	 image	 in	 the	 dataset	 is	 a	 high-resolution,	 front-
facing	portrait	with	a	neutral	expression	and	a	simple	background,	rated	for	
attractiveness.	The	scores,	ranging	from	1	to	5,	were	given	by	an	average	of	
70	ratters	per	picture	through	a	web-based	platform,	guaranteeing	a	wide-
ranging	 and	 varied	 evaluation.	 The	 dataset	 had	 been	 used	 in	many	 fields	
such	as	analysis	of	image	and	video	[25]	,	study	label	distribution	[26],	[27].	
The	dataset	has	been	instrumental	in	advancing	understanding	in	computer	
vision	 and	 psychology,	 particularly	 in	 the	 study	 of	 facial	 attractiveness.	
Samples	of	this	dataset	is	presented	in	Figure	1.	
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Figure	1.	Samples	of	SCUT-FBP	dataset	[24]	

	
3. Large-Scale	 Asian	 Female	 Beauty	 (LSFBD)	 dataset	 [28],	 this	 dataset	

represents	a	 significant	advancement	 in	 the	 field	of	 facial	beauty	analysis,	
addressing	 the	 challenges	 posed	 by	 the	 subjective	 nature	 of	 beauty	
evaluation.	 It	comprises	a	substantial	collection	of	20,000	 labelled	 images,	
evenly	 distributed	 between	 unconstrained	male	 and	 female	 subjects.	 This	
extensive	 dataset	 is	 carefully	 curated	 to	 minimize	 biases	 and	 external	
influences,	 with	 each	 image	 validated	 through	 a	 well-designed	 rating	
system	 that	 incorporates	 average	 scores	 and	 standard	 deviations.	 The	
beauty	 scores	 are	 assigned	 on	 a	 discrete	 integer	 scale	 ranging	 from	 1	
(extremely	unattractive)	to	5	(most	attractive),	providing	a	broad	spectrum	
for	 beauty	 analysis.	 The	 LSFBD	 stands	 out	 for	 its	 size	 and	 the	meticulous	
approach	 to	 rating,	 offering	 a	 more	 comprehensive	 and	 nuanced	
understanding	of	facial	beauty.	
	
The	 rating	 process	 of	 the	 LSFBD	 involved	 approximately	 200	 volunteers,	
predominantly	 teachers	 and	 students	 aged	 between	 20	 and	 35	 years,	
reflecting	 a	 diverse	 and	 relevant	 demographic	 for	 contemporary	 beauty	
standards.	 The	 images	 were	 divided	 into	 groups,	 with	 each	 group	 being	
rated	by	an	equal	number	of	male	and	female	ratters,	ensuring	a	balanced	
perspective	in	the	evaluations.	This	methodical	approach	to	data	collection	
and	 rating	 not	 only	 enhances	 the	 reliability	 of	 the	 dataset	 but	 also	 sets	 a	
new	 standard	 in	 the	 field	 for	 analysing	 and	 understanding	 facial	 beauty.	
Figure	2	contains	some	samples	of	this	dataset.	
	

	
Figure	2.	Samples	of	LSFBD[28]	
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4. SCUT-FBP5500	 dataset	 [29]	 is	 a	 comprehensive	 and	 diverse	 collection	

specifically	 designed	 for	 the	 study	 and	 prediction	 of	 facial	 beauty.	 It	
comprises	 5500	 images	 of	 frontal,	 unclouded	 faces	 with	 neutral	
expressions,	capturing	a	wide	age	range	from	15	to	60	years.	The	dataset	is	
meticulously	 categorized	 into	 four	 distinct	 subsets	 based	 on	 race	 and	
gender,	 encompassing	 2000	 Asian	 females,	 2000	 Asian	 males,	 750	
Caucasian	 females,	 and	 750	 Caucasian	 males.	 This	 diverse	 demographic	
representation	 aids	 in	 creating	 a	more	 holistic	 and	 inclusive	 approach	 to	
facial	beauty	analysis.	
The	 dataset's	 primary	 purpose	 is	 to	 facilitate	 the	 development	 and	
evaluation	of	computational	models	for	facial	beauty	prediction.	The	images	
were	 labelled	with	 beauty	 ratings	 between	 1	 and	 5.	 By	 offering	 a	mix	 of	
images	from	different	races	and	genders,	the	SCUT-FBP5500	dataset	stands	
as	 a	 valuable	 resource	 for	 researchers	 and	 developers	 in	 fields	 such	 as	
cosmetic	 recommendation,	 aesthetic	 analysis,	 and	 facial	 recognition	
technology,	 enabling	 them	 to	 build	 and	 test	 algorithms	 that	 are	 more	
representative	 of	 diverse	 populations.	 Figure	 3	 presents	 some	 samples	 of	
this	dataset.	

	
	

	
Figure3.	Samples	of	SCUT-FBP5500	

5. ECCV	HotOrNot	Dataset,	it	presents	a	significant	challenge	for	researchers	
in	the	domain	of	facial	beauty	prediction	due	to	its	unique	composition	and	
inherent	 complexities.	 Comprising	 2056	 facial	 images	 sourced	 from	 the	
internet,	 this	 dataset	 introduces	 a	 diverse	 range	 of	 real-world	 conditions	
such	 as	 varied	 postures,	 cluttered	 backgrounds,	 inconsistent	 illumination,	
low-resolution	 images,	 and	 unaligned	 faces.	 These	 factors	 collectively	
contribute	 to	 the	 difficulty	 of	 accurately	 predicting	 facial	 beauty,	 thereby	
making	this	dataset	an	invaluable	benchmark	for	testing	and	improving	the	
robustness	of	ML	algorithms.	Each	image	within	the	dataset	is	meticulously	
labelled	 with	 a	 specific	 score,	 facilitating	 a	 comprehensive	 approach	 to	
training	 and	 evaluation.	 The	 dataset	 is	 thoughtfully	 partitioned	 into	 five	
distinct	 training	 and	 test	 sets,	 with	 the	 final	 evaluation	 metric	 being	 the	
average	of	the	results	obtained	from	a	5-fold	cross-validation	process.	This	
methodological	 approach	 ensures	 a	 more	 reliable	 and	 generalized	



	 	 ISSN	2549-7286	(online)	

	

Indonesian	Journal	of	Computer	Science		 	 Vol.	13,	No.	1,	Ed.	2024	|	page	150		 	
	
	
	
	

assessment	 of	 algorithmic	 performance,	 underscoring	 the	 dataset's	
significance	in	advancing	computer	vision	and	machine	learning	[19],	[30].	
This	dataset	had	utilized	in	experiments	on	transferring	rich	features	[31]	,	
designing	image	recognition	CAPTCHAs	[32]	

6. Geometric	Facial	Beauty	(GFB)	dataset[33],	the	(GFB)	dataset	is	a	unique	
collection	 aimed	 at	 analysing	 facial	 attractiveness	 through	 geometric	
features.	 It	 includes	 4905	 male	 and	 4510	 female	 samples,	 divided	 into	
labelled	 and	 unlabelled	 categories.	 Labelled	 samples	 encompass	 195	
attractive	 and	 2005	 unattractive	male	 faces,	 and	 191	 attractive	 and	 1869	
unattractive	 female	 faces.	 Additionally,	 it	 contains	 2705	 unlabelled	 male	
and	 2450	 female	 samples,	 with	 a	 significant	 portion	 sourced	 from	 the	
Shanghai	database.	This	dataset,	with	its	focus	on	geometric	characteristics,	
provides	 a	 valuable	 resource	 for	 developing	 machine	 learning	 models	 in	
facial	beauty	assessment.	

7. Gray	dataset	 [34],	 this	 collection	 contains	2,056	 images	of	 frontal	 female	
faces,	 aged	 18-40,	 with	 few	 restrictions	 on	 ethnicity,	 lighting,	 pose,	 or	
expression.	Most	 images	were	 cropped	 from	 low-quality	 photos	 taken	 by	
cell-phone	 cameras.	 The	 dataset	 is	 significantly	 larger	 than	 previous	
studies,	 being	 20	 times	 larger.	 The	 unique	 aspect	 of	 this	 dataset	 is	 the	
minimal	restrictions	imposed,	adding	to	the	challenge	of	the	learning	task.	
For	 labelling,	a	pairwise	rating	method	was	used,	where	ratters	chose	 the	
more	 attractive	 face	 from	 a	 pair,	 to	 eventually	 develop	 a	 global	 absolute	
score	 for	 each	 image.	 This	 approach	 aims	 to	 overcome	 the	 limitations	 of	
previous	studies	that	used	smaller,	more	controlled	datasets	

8. CelebA	dataset	 [35]	 is	a	 large	collection,	composed	of	more	than	200,000	
images	of	celebrities,	each	with	dimensions	of	178×218.	It	is	predominantly	
utilized	 for	 the	 classification	 of	 facial	 beauty.	 The	 dataset's	 significant	
inclusion	of	natural	images	of	both	males	and	females,	along	with	40	binary	
labels	 related	 to	 beauty,	 contributes	 to	 its	 utility.	 Moreover,	 its	 binary	
categorization	 of	 facial	 attractiveness	 into	 'attractive'	 and	 'unattractive'	
labels	 simplifies	 the	 computational	 process.	 This	 dataset	 is	 been	 used	 by	
many	researchers	for	different	purposes	such	as	study:	the	data	consistency	
and	accuracy	[36],	unusual	effectiveness	with		GAN	[37]	,	imager	generation	
[38]	.	

	
	
	
	
D. Deep	Learning	in	FBP	

In	the	last	four	years,	the	field	of	FBP	has	garnered	substantial	attention	within	
the	academic	 landscape,	spanning	diverse	disciplines.	Deep	learning	models	have	
been	 prominently	 featured	 in	 FBP,	 attaining	 a	 noteworthy	 status.	 This	 section	
delves	 into	 a	 comprehensive	 examination	 of	 recent	 studies	 pertaining	 to	 FBP	
through	 the	utilization	of	Deep	Learning	models.	 The	 first	 subsection	provides	 a	
chronological	 synthesis	 of	 recent	 investigations,	 elucidating	 the	 evolving	
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landscape,	while	the	second	subsection	articulates	our	analytical	perspectives	and	
facilitates	a	discussion	on	the	subject	matter.	

	
	

• Literature	Review	
	
Zhai	 et	 al.	 [39]	 designed	 a	 multiscale	 CNN	 model,	 called	 BeautyNet,	 for	

unconstrained	facial	beauty	prediction.	The	model	is	composed	of	11	convolution	
layers	 involving	 2671456	 parameters.	 They	 adopted	 max-feature-map	 (MFM)	
activation	function	instead	of	the	common	one,	such	as	ReLU.	The	new	activation	
function	 helped	 to	 obtain	 more	 sparse	 gradients	 and	 compact	 representation	
simultaneously,	 leading	 to	 lightened	 model	 and	 faster	 training.	 BeautyNet	
overcomes	 the	 overfitting	 issues	 and	datasets	 limitations	 using	 transfer	 learning	
concepts,	where	 the	net	 first	run	to	optimize	parameters	on	CASIA-WebFace	and	
LFW	databases.		The	female	iamges	of	LSFBD	dataset	were	classified	by	BeautyNet	
recording	64.84%	accuracy	rate	and	80.20	Pearson’s	correlation	coefficient	

Vahdati	 and	 Suen	 [40]	 provided	 a	 new	 framework	 for	 analysing	 the	
attractiveness	of	 female	 faces	based	on	 transferring	 the	 learning	of	Ms-Celeb-1M	
and	VGGFace2	models,	which	have	been	trained	on	relatively	similar	datasets	for	
recognizing	 female	 faces.	 They	 combine	 the	 results	 of	 several	 base	 models	 to	
predict	the	attractiveness	of	a	face,	these	models	are	based	on	Lasso,	SVR	(linear)	
and	 Ridge	 regression	 methods.	 	 SCUT-FBP	 and	 SCUT-FBP	 5500	 benchmark	
datasets	are	included	in	this	study,	the	achieved	results	on	these	datasets	0.89	and	
0.91	respectively	in	prediction	correlations	term.		

In	 [41],	 Chen	 and	 Deng	 proposed	 a	 novel	 deep	 architecture	 called	 Deep	
Adaptive	 Label	 Distribution	 Learning	 (DALDL).	 In	 DALDL,	 the	 discrete	 label	
distribution	of	possible	ratings	was	used	rather	than	single	label	to	supervise	the	
learning	 process	 of	 facial	 attractiveness	 prediction.	 This	 distribution	 was	
automatically	 updated	 during	 the	 training	 process.	 To	 handle	 imbalances	 in	 the	
sample	distribution	within	 the	dataset,	DALDL	utilizes	a	weighted	Euclidean	 loss	
function.	 This	 function	 assigns	 different	weights	 to	 different	 labels	 based	 on	 the	
number	 of	 samples,	 ensuring	 a	 more	 balanced	 and	 fair	 learning	 process.	 Both	
SCUT-FBP	and	SCUT-FBP5500,	5-fold	 cross	validation	are	used	with	architecture	
VGG_DALDL_WeightedLoss,	scoring	better	results	than	competitors	in	term	of	PC,	
MAE,	and	RMSE.	

GAN	et	al.	 [42]	utilized	a	multi-input,	multi-task	beauty	network,	also	known	
as	 2M	 BeautyNet,	 for	 the	 purpose	 of	 predicting	 facial	 beauty	 through	 transfer	
learning.	 This	 method	 employs	 auxiliary	 data	 from	 related	 tasks	 to	 address	 the	
primary	 task,	 effectively	 minimizing	 overfitting	 risks.	 In	 their	 framework,	 the	
secondary	or	auxiliary	 task	 involved	gender	recognition,	while	 the	primary	 focus	
was	on	beauty	prediction.	The	use	of	multi-task	training	in	this	context	is	beneficial	
for	enhancing	the	performance	of	Facial	Beauty	Prediction	(FBP),	as	it	involves	the	
automatic	 learning	 of	 multi-task	 loss	 weights.	 Additionally,	 the	 original	 Softmax	
classifier	 in	 their	 system	 was	 replaced	 with	 a	 random	 forest	 algorithm	 for	
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improved	results.	The	LSFBD	and	SCUT-FBP5500	are	used	 in	 this	study	with	 the	
accuracy	of	FBP	up	to	68.23%.	

Another	deep	learning	approach	for	predicting	facial	beauty	presented	[6]	by	
Cao	ae	al.,	their	focus	was	on	creating	a	model	that	aligns	with	human	opinions	on	
attractiveness.	 Key	 innovations	 include	 a	 residual-in-residual	 (RIR)	 structure	 for	
deeper	 network	 learning	 and	 a	 spatial-wise	 and	 channel-wise	 attention	 (SCA)	
mechanism	 to	 enhance	 feature	 representation.	 The	 model	 outperforms	 existing	
CNN-based	methods	in	aligning	with	human	assessments	of	beauty.	The	research	
also	 discussed	 the	 influence	 of	 network	 design	 and	 attention	 mechanisms	 on	
performance,	 comparing	 the	 proposed	method	with	 established	 approaches	 like	
AlexNet	 and	 ResNeXt	 using	 SCUT-FBP5500	 dataset.	 The	 study	 emphasizes	 the	
importance	of	efficient	information	transmission	pathways	and	feature	correlation	
understanding	in	deep	learning	models	for	facial	beauty	prediction.				

Zhai	et	al.	 [43]	discussed	an	 innovative	approach	 for	 facial	beauty	prediction	
(FBP)	using	artificial	 intelligence.	The	method	 involves	a	 fast-training	FBP	model	
based	 on	 local	 feature	 fusion	 and	 a	 broad	 learning	 system	 (BLS).	 The	 technique	
employs	two-dimensional	principal	component	analysis	(2DPCA)	to	reduce	image	
dimensionality,	 thus	minimizing	 redundancy.	 The	 local	 feature	 fusion	method	 is	
used	 to	 extract	 advanced	 features,	 reducing	 the	 impact	 of	 unstable	 illumination,	
individual	 differences,	 and	 various	 postures.	 The	 fusion	 of	 local	 texture	 features	
and	 BLS	 significantly	 improves	 operational	 efficiency	 and	 precision	 of	 the	 FBP	
model.	 The	 proposed	 approach	 is	 tested	 on	 a	 large-scale	 Asian	 female	 beauty	
database,	demonstrating	its	effectiveness	in	achieving	high	accuracy	and	speed	in	
FBP	tasks.	

Zhai	et	al.	[44]	presented	a	novel	CNN	model	for	predicting	Asian	female	facial	
beauty.	 This	 model,	 enhanced	 by	 Softmax-MSE	 loss	 function	 and	 a	 double	
activation	layer,	utilized	the	Large-Scale	Asian	Female	Beauty	Dataset	(LSAFBD)	of	
20,000	 images	 and	 the	 CASIA-WebFace	 dataset	 for	 pre-training.	 Achieving	 a	
64.85%	rank-1	recognition	rate	and	a	0.8829	Pearson	correlation	coefficient,	 the	
model	outperforms	traditional	methods,	despite	its	reliance	on	large-scale	datasets	
and	 complex	 feature	 extraction	 processes.	 This	work	 significantly	 contributes	 to	
the	 field	 by	 establishing	 the	 LSAFBD	and	 innovatively	 applying	 transfer	 learning	
and	feature	fusion	techniques.	

Xu	 and	 Xiang	 [45]	 introduced	 ComboLoss,	 a	 new	 loss	 function	 for	 facial	
attractiveness	analysis	using	SEResNeXt50	networks.	It	is	evaluated	on	SCUT-FBP,	
HotOrNot,	 and	 SCUT-FBP5500	 datasets,	 showing	 improved	 performance	 over	
previous	methods.	They	highlight	the	importance	of	this	loss	function	in	enhancing	
the	 learning	 process	 without	 adding	 complexity,	 despite	 limitations	 like	 not	
exploring	advanced	discretization	methods	or	additional	datasets	 for	pretraining.	
This	 research	 significantly	 contributes	 to	 the	 field	 by	 systematically	 comparing	
loss	functions	and	setting	new	performance	benchmarks.	

Lebedeva	 et	 al.[46]	 adapted	 the	 Facenet	 Convolutional	 Neural	 Network,	
originally	 designed	 for	 face	 recognition,	 to	 predict	 facial	 attractiveness	 using	
Support	Vector	Regression	(SVR).	They	experiments	were	performed	on	the	Gray	
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and	 SCUT-FBP5500	 datasets,	 encompassing	 a	 diverse	 range	 of	 facial	 images,	
underscored	its	efficacy.	

Bougourzi	et	al.	[47]	introduced	an	approach	in	FBP	using	deep	learning.	they	
presented	 the	 REX-INCEP	 architecture,	 combining	 two	 pre-trained	 networks	 for	
handling	 complex	 facial	 features.	 The	 study	 introduced	 dynamic	 robust	 loss	
functions	like	ParamSmoothL1,	Huber,	and	Tukey,	enhancing	training	behaviour.	It	
also	employs	ensemble	regression,	integrating	different	CNN	models	for	improved	
accuracy.	Evaluated	on	the	SCUT-FBP5500	database,	this	method	shows	significant	
advancements	over	existing	FBP	methods.	This	research	contributes	to	the	field	by	
offering	innovative	architecture	and	dynamic	loss	functions	for	more	precise	FBP.	

Luthfi	 et	 al.[48]	 presented	 a	 study	 on	 implementing	 FBP	 on	mobile	 devices	
using	 Convolutional	 Neural	 Networks	 (CNNs).	 It	 emphasizes	 the	 use	 of	
MobileNetV2	 for	 its	 efficiency	 and	performance,	 validated	on	 the	 SCUT-FBP5500	
dataset,	 which	 contains	 5500	 facial	 images	 rated	 for	 beauty.	 The	 model	
demonstrates	a	good	balance	between	accuracy	and	file	size,	making	 it	viable	 for	
mobile	applications.	Its	contribution	lies	in	advancing	FBP	applications	for	mobile	
platforms,	 particularly	 in	makeup	 and	 cosmetic	 industries.	 They	 had	 chosen	 the	
MobileNetV2	after	comparing	its	performance	with	each	of	EfficientNetB0,	VGG-16,	
ShuffleNet,	MobileNet,	and	Inception.	

Saeed	et	al.[49]	introduced	a	new	deep	learning	model,	the	FIAC-Net,	for	facial	
image	attractiveness	assessment.	It	aimed	to	objectively	model	beauty	using	deep	
convolutional	 neural	 networks	 (DCNNs)	 and	 addresses	 challenges	 like	 dataset	
scarcity	 and	 computational	 demands.	 They	 proposed	 a	 lightweight	 DCNN	
architecture	with	 fewer	parameters,	enabling	 it	 to	 function	effectively	on	devices	
with	limited	hardware	capabilities.	The	experiments	were	performed	by	using	the	
CelebA,	SCUT-FBP,	and	SCUT-FBP5500	datasets,	employing	data	augmentation	and	
soft	 labels	 for	 training.	 The	 FIAC-Net	 demonstrates	 significant	 improvements	 in	
facial	 attractiveness	 classification	 over	 existing	methods,	 particularly	 in	 terms	of	
computational	efficiency	and	adaptability	to	different	datasets.	

Saeed	et	al.[50]	proposed	to	ensemble	three	regression-loss	functions,	namely	
L1,	L2,	and	Log-cosh,	and	subsequently	averaging	them	to	create	a	new	composite	
cost	 function.	 They	 incorporating	 their	 new	 loss	 function	 with	 three	 pretrained	
CNNs,	 namely	AlexNet,	 VGG16-Net,	 and	 FIACNet.	 Furthermore,	 they	 tested	 these	
pretrained	models	on	three	FBP	benchmarks,	 i.e.,	SCUT-FBP,	SCUT-FBP5500,	and	
MEBeauty.	 Notably,	 their	 results	 demonstrated	 exceptional	 performance	 when	
incorporating	 the	 newly	 loss	 function	 with	 FIAC-Net,	 showing	 remarkable	
outcomes	across	all	datasets.	

Yang	et	al.	[51]	aimed	to	develop	a	model	for	assessing	facial	attractiveness.	It	
combined	transfer	learning,	convolutional	neural	networks	(CNNs),	Xception,	and	
attention	 mechanisms	 using	 datasets	 from	 Chang	 Gung	 Memorial	 Hospital	 and	
SCUT-FBP5500.	The	model	used	MAPE	and	RMSE	for	evaluation.	It	achieved	a	best	
RMSE	 of	 0.50	 and	 18.5%	 average	 error	 in	MAPE.	 A	web	 page	was	 developed	 to	
visualize	the	predictive	model.	The	research	offers	a	systematic	approach	to	facial	
beauty	assessment,	potentially	aiding	in	medical	plastic	surgery	and	related	fields.	
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Gan	 et	 al.	 [52]	 introduced	 a	 new	 approach	 to	 FBP	 by	 integrating	 transfer	
learning	with	a	Broad	Learning	System	(BLS).	They	proposed	a	method	combining	
EfficientNets-based	 transfer	 learning	 for	 feature	 extraction	 and	 BLS	 for	 rapid	
model	 training.	 Two	 strategies,	 E-BLS	 and	 ER-BLS,	 are	 developed,	 showing	
improvements	in	accuracy	and	training	speed	compared	to	existing	methods.	The	
approach	demonstrates	applicability	 in	pattern	recognition,	object	detection,	and	
image	 classification.	 Extensive	 experiments	 validate	 the	 effectiveness	 and	
efficiency	of	these	methods	on	both	SCUT-FBP	5500	and	LSAFBD	(LSFBD)	datasets.		

Saeed	 et	 al.	 [53]	 developed	 an	 ensemble	 approach	 using	 three	 Deep	
Convolutional	 Neural	 Networks	 -	 Beauty-Reg-Net,	 VGG16,	 and	 AlexNet	 -	 for	
automatic	FBP.	The	final	regression	value	is	derived	by	averaging	the	scores	from	
each	 of	 the	 sub-models,	 ensuring	 equal	 contribution	 from	 each	 model	 to	 the	
ensemble	decision.	This	method	enhances	the	model's	performance	by	combining	
the	 strengths	 of	 individual	 networks.	 The	 study	 employs	 three	 dedicated	 FBP	
datasets:	SCUT-FBP,	SCUT-FBP	5500,	and	MEBeauty,	 to	validate	 the	effectiveness	
of	the	proposed	model.	Both	online	and	offline	data	augmentation	were	employed	
to	overcome	misbalancing	in	datasets,	as	they	reflect	the	natural	skewness	in	facial	
beauty	data.	

Zejmo	 et	 al.	 [54]	 explored	 facial	 attractiveness	 using	 three	machine	 learning	
models.	It	employs	the	SCUT-FBP5500	dataset	for	training,	and	the	Face	Research	
Lab	 London	 Set	 for	 testing,	 featuring	 102	 adult	 faces.	 The	 first	model	 evaluates	
dominant	 background	 colors	 in	 photographs,	 employing	 clustering	 to	 form	
training	 vectors.	 The	 second	 model	 applies	 deep	 learning	 neural	 networks,	
including	 MobileNetV2,	 VGG19,	 ResNet50V2,	 and	 Xception,	 trained	 on	 the	
ImageNet	dataset	to	extract	facial	features	for	attractiveness	prediction.	The	third	
model	 assesses	 facial	 proportions	 by	 measuring	 distances	 between	 key	 facial	
points,	using	these	measurements	in	algorithms	like	RandomForestRegressor	and	
LinearSVR	 for	 attractiveness	 predictions.	 The	 regression	 results	 from	 the	 three	
models	are	combined	to	determine	the	final	attractiveness	score	of	a	face.			

Bougouzi	 et	 al.	 [55]	 presented	 an	 innovative	 approach	 for	 facial	 beauty	
estimation	 using	 deep	 learning.	 They	 introduced	 a	 dual	 CNN	 architecture,	 2B-
IncRex,	 and	 dynamic	 robust	 loss	 functions	 (ParamSmoothL1,	 Huber,	 Tukey)	 to	
handle	 complex	 facial	 features.	 Additionally,	 they	 proposed	 an	 ensemble	
regression	 combining	 five	 different	 regressors.	 This	 method,	 tested	 on	 SCUT-
FBP5500	and	KDEF-PT	datasets,	demonstrates	superior	accuracy	and	robustness	
in	 face	 beauty	 assessment,	 outperforming	 existing	 methods.	 In	 the	 study,	 the	
effectiveness	 of	 dynamic	 robust	 losses	 in	 creating	 more	 flexible	 and	 accurate	
estimators	for	facial	beauty	prediction	are	been	highlighted.	
	

• Literature	Analysis	
	
Through	analyzing	the	studies	in	previous	section,	we	notice	that	the	landscape	of	
facial	 beauty	 prediction	 research	 has	 undergone	 notable	 shifts	 in	 both	 model	
architectures	 and	 methodological	 approaches.	 In	 the	 early	 stages,	 researchers	
predominantly	 centered	 their	 efforts	 on	 refining	 convolutional	 neural	 network	
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(CNN)	models.	Notably,	early	models	 such	as	BeautyNet	were	characterized	by	a	
focus	 on	 architecture	 enhancements,	 including	 the	 adoption	 of	 innovative	
activation	 functions	 like	 max-feature-map	 (MFM)	 to	 mitigate	 overfitting	 issues.	
Additionally,	 the	 integration	 of	 transfer	 learning	 from	 established	 databases	 like	
CASIA-WebFace	and	LFW	underscored	an	initial	emphasis	on	foundational	model	
development	and	generalization.	
As	 the	 field	 progressed	 chronologically,	 there	 emerged	 a	 trend	 towards	
diversification	and	sophistication	in	methodologies.	Researchers	introduced	novel	
loss	 functions,	such	as	ComboLoss	and	dynamic	robust	 losses,	aiming	to	enhance	
the	learning	process	and	improve	overall	model	performance.	Ensemble	methods	
gained	prominence,	with	studies	leveraging	the	combination	of	multiple	models	or	
regressors	 to	 achieve	 heightened	 accuracy.	 The	 exploration	 of	 attention	
mechanisms,	 mobile	 applications,	 and	 innovative	 architectures,	 like	 2B-IncRex,	
demonstrated	a	broader	recognition	of	the	need	for	adaptable	and	efficient	models.	
This	evolution	in	research	direction	reflects	a	transition	from	foundational	model	
refinement	 to	 a	more	 nuanced	 exploration	 of	 advanced	 techniques,	 emphasizing	
computational.	
Tables	1	 	 provides	 a	 summary	of	 the	 studies	discussed	 in	 the	preceding	 section,	
detailing	the	models	or	methods	employed,	as	well	as	the	datasets	utilized	in	each	
study.	 Furthermore,	 it	 includes	 a	 critical	 analysis	 of	 some	 limitations	 identified,	
based	on	our	evaluation.	
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Table	1.		Summary	of	the	recent	studies	
	

Ref	 Model	/	Method	summary	 Limitation	(if	noted)	 Datasets	 Results	
Zhai	 et	 al.	
[39]	

Name:	BeautyNet,	
11	 Con.	 Layers,	 2671456	
parameters	
New	 activation	 function	
MFM	
Use	 Transfer	 learning	
methodology			

Limited	 data	 usage	 so	 it	
accurately	cannot	represent	
global	beauty	standards	

female	 part	
of	LSFBD	

+	Transfer	 ACC	 PC	
No	 64.84	 80.20	

Yes	 67.48	 83.54	

Vahdati	 &	
Suen	[40]	

Transfer	 learning	 of	 Ms-
Celeb-1M	 and	 VGGFace2	
models	
Use	 combination	 of	 Lasso,	
SVR	 (linear)	 and	 Ridge	
regression	 methods	 to	
predict	final	result	

Depend	 only	 on	 transfer	
learning	 to	 compute	 facial	
attractiveness.	

SCUT-FBP	 PC	 MAE	 RMSE	
0.8898	 0.2409	 0.3105	

SCUT-FBP	
5500	
Asian	
females	

0.9141	 0.2196	 0.2895	

SCUT-FBP	
5500	
Caucasian	
females	

0.9112	 0.2304	 0.2951	

Chen	 &	
Deng	[41]	

Name:	DALDL	
VGG+DALDL+WeightedLoss	
Use	 discrete	 label	
distribution	
balanced	 and	 fair	 learning	
process	 using	
WeightedLoss	

Complexity	 of	
Implementation,		
The	initial	label	distribution	
relies	 on	 certain	
assumptions	

SCUT-FBP	 PC	 MAE	 RMSE	
0.903	 0.227	 0.312	

SCUT-FBP	
5500	

0.915	 0.210	 0.278	

CelebA	 Accuracy:	83.9	%	

GAN	 et	 al.	
[42]	
	

Name:	2M	BeautyNet	
two	 networks,	 1st	 for	
gender	 recognition,	 and	
2nd	for	beauty	prediction	

It	needs	a	more	robust	and		
powerful	multi-input	multi-
task	network	
some	 changes	 in	 dataset	

	
SCUT-FBP	
5500	

Accuracy:	68.23%	
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Transfer	 learning	 used	 in	
each	net	is	based	on	VGG16		
14798023	parameters	

lead	to	unfair	comparison		

Cao	 ae	 al	
[6]	

residual-in-residual	 (RIR)	
structure	 for	 deeper	
network	 learning	 and	 a	
spatial-wise	 and	 channel-
wise	 attention	 (SCA)	
mechanism	 to	 enhance	
feature	representation	

Students	 within	 a	 specific	
cultural	 context	 evaluate	
training	 labels,	and	 there	 is	
a	 lack	 of	 consensus	 among	
them.	 The	 selected	 trained	
images	 feature	 individuals	
from	 both	 Asian	 and	
Caucasian	 backgrounds,	
potentially	 introducing	bias	
in	terms	of	diversity	

SCUT-FBP	
5500	

PC	 MAE	 RMSE	

0.9003	 0.2287	 0.3014	

Zhai	 et	 al.	
[43]	

Employing	 broad	 learning	
and	 local	 feature	 fusion,	
combined	 with	 a	 texture-
based	approach	and	2DPCA	
to	 enhance	model	 accuracy	
and	 efficiency	 in	 analysing	
facial	characteristics	
	

The	cost-sensitive	facial		
beauty	dilemma	needs	to	be		
solved	in	the	future	

LSAFBD	 Accuracy:	58.97%	

Zhai	 et	 al.	
[44]	

Enhanced	 CNN	 model	 by	
Softmax-MSE	 loss	 function	
and	 a	 double	 activation	
layer	

Suitable	 for	 western	 faces	
may		
not	apply	to	the	east	

LSAFBD	 Accuracy	 PC	
64.85%		 0.8829	

Xu	 and	
Xiang[45]	

ComboLoss	
New	 loss	 function	 on	
SEResNeXt50	network	
	

The	 study	 doesn't	 deeply	
explore	 advanced	
discretization	 methods	 for	
the	attractiveness	scores	

SCUT-FBP	
HotOrNot	

PC	 MAE	 RMSE	
0.9090	 	 	

SCUT-FBP	
5500		

0.50	 	 	

SCUT-FBP	 0.9199	 0.2050	 0.2704	
Lebedeva	 Facenet+	SVR	 The	 exploration	 of	 various	 SCUT-FBP	 Data	operation	 PC	 MAE	 RMSE	
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et	al.[46]	 Facenet	 Convolutional	
Neural	 Network	 used	 for	
features	extraction,	then	fed	
extracted	 features	 to	
Support	 Vector	 Regression	
(SVR).			
	

data	 preprocessing	
techniques	may	have	 led	to	
inconsistencies	 in	
predicting	 facial	
attractiveness	 across	
different	datasets	

5500	 Original	Images	 0.8834	 0.2415	 0.3221	

Face	Cropping	 0.8728		 0.2565		 0.2319		
Original	 Photos	 +	 Face	
Alignment	

0.8941		 0.2365		 	0.3101	

Face	 Cropping	 +	 Face	
Alignment	

0.8807		 0.2455		 0.3252		

Gray	 Original	Images	 0.4638		 0.1417		 0.9467		
Face	Cropping	 0.4704		 1.1337		 0.9290		
Original	 Photos	 +	 Face	
Alignment	

0.4665		 1.1378		 0.9371		

Face	 Cropping	 +	 Face	
Alignment	

0.4732		 1.1315		 0.9254		

		
Bougourzi	
et	al.	[47]	

REX-INCEP	architecture,		
combining	 2	 pre-trained	
networks	
different	 loss	 functions	
used	to	enhance	training	

the	 intervals	 for	 the	
parameters	 of	 the	 loss	
functions	are	static	

SCUT-FBP	
5500		
	

PC	 MAE	 RMSE	
0.9159		 0.2071			 0.2739		

Luthfi	 et	
al.[48]	

Implement	 MobileNetV2	 as	
FBP	

The	 study	 acknowledges	
limitations	 like	 the	 large	
size	 of	 alternative	 models	
and	 occasional	 face	
detection	failures	

SCUT-FBP	
5500	

	PC	:	0.7893	

Saeed	 et	
al.[49]	

Name:	FIAC-Net		
	a	 lightweight	 DCNN	
architecture	 with	 fewer	
parameters	

	the	 SCUT-FBP	 and	 SCUT-
FBP5500	 datasets	 are	
frequently	 employed	 in	
previous	 studies	 for	
regression	 tasks.	 This	
necessitates	 a	 fair	
comparison	 to	 accurately	
evaluate	 the	 FIAC-Net's	
performance	 against	

SCUT-FBP	
5500	

Accuracy	
85.9%	

CelebA	 82%	

SCUT-FBP	 89%	
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existing	methods	

Saeed	 et	
al.[50]	

Ensemble	 L1,	 L2,	 and	 Log-
cosh	into	on	loss	function	
Tested	 with	 AlexNet,	
VGG16-Net,	and	FIAC-Net	
	

The	 three	 loss	 functions	
have	 same	 weights,	 it	 may	
be	 better	 to	 use	 dynamic	
weight	 for	 each,	 extracting	
such	 weights	 can	 be	
challenge	 and	 add	 valuable	
contribution		

SCUT-FBP	
5500	

Model		 PC	 MAE	 RMSE	
AlexNet	 0.9140886		 0.2448064		 0.3096576		
VGG16-Net	 0.93092		 0.2183198		 0.2791592		
FIAC-NET	 0.9305098		 0.2028174		 0.2614154		

	
SCUT-FBP	

AlexNet	 0.903758	 	0.26348		 0.348266		
VGG16-Net	 0.905851		 0.222954		 0.292028		
FIAC-NET	 0.9100582		 0.185949		 0.259156		

	
MEBeauty	

AlexNet	 0.8976712		 0.476394		 0.6097078		
VGG16-Net	 	0.907883		 0.512113		 0.636318		
FIAC-NET	 0.925977		 0.426317		 0.536646		

Yang	et	al.	
[51]	

Combined	transfer	learning,	
CNNs,	 Xception,	 and	
attention	mechanisms		
	

Using	 SCUT-FBP5500	 with	
pre-trained	 CNN	 not	
enough	 to	 build	 discissions	
in	medical	plastic	surgery.	
The	 combination	 of	 several	
techniques	 increased	 the	
number	 of	 parameters	
leading	to	mor	complexity		

SCUT-FBP	
5500	

MAPE	 RMSE	

18.5%	average	error	 0.50	

Gan	 et	 al.	
[52]	

EfficientNets-based	transfer	
learning	with	BLS		
Two	 strategies	 named,	 E-
BLS	and	ER-BLS			
	

Dependence	 on	
Hyperparameters	
Due	 to	 the	 combination	 of	
multiple	 models	 the	
learning	time	is	increased			

SCUT-FBP	
5500		

Accuracy	

73.13%	

LSAFBD	 62.13%	

Saeed	 et	
al.	[53]	

Ensemble	approach	using	
Beauty-Reg-Net,	 VGG16,	
and	AlexNet		
	

The	 study's	 approach	 of	
equally	 weighting	 outputs	
from	 different,	 variably	
complex	 models	 in	 an	
ensemble	 could	 be	 a	
limitation.	 This	 method	
may	 not	 accurately	 reflect	

SCUT-FBP	
5500		

PC	 MAE	 RMSE	

0.886	 0.242	 0.320	

SCUT-FBP	 0.879	 0.226	 0.33	
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the	 varying	 contributions	
and	 accuracies	 of	 each	
model,	 potentially	 leading	
to	 inconsistencies	 in	 the	
final	predictions	despite	the	
benefit	 of	 diverse	 model	
perspectives.			

MEBeauty	 0.888	 0.365	 0.6	

Zejmo	 et	
al.	[54]		

Assembling	 3	 models	
dependent	 on:	 (1)	
dominant	 background	
color,	 (2)	 deep	 learning	
neural	 networks,	 and	 (3)	
assesses	 facial	 proportions	
by	 measuring	 distances	
between	key	facial	points	

A	 notable	 limitation	 of	 the	
study	is	the	small	size	of	the	
test	 dataset.	 Additionally,	
the	 methodology	 involves	
summing	the	outputs	of	the	
three	 models	 without	
assigning	 different	weights.	
This	 equal	 contribution	
approach	 might	 not	
accurately	 reflect	 the	
varying	 significance	 or	
effectiveness	of	each	model	
in	 determining	 facial	
attractiveness	

training	 on	
SCUT-
FBP5500	
and	 test	 on	
Face	
Research	
Lab	 London	
dataset	

Model	 R2	 MAE	 RMSE	

RandomForestRegressor	 0.233		 	2.344			 0.613	

LinearSVR	 0.146		 2.433		 0.647		

SDGRegressor	 0.182		 	2.509		 0.634	

Bougouzi	
et	al.	[55]	

Dual	 CNN	 architecture,	 2B-
IncRex	with	dynamic	robust	
loss	 functions	
(ParamSmoothL1,	 Huber,	
Tukey)			
	

the	 intervals	 for	 the	
parameters	 of	 the	 loss	
functions	are	static	

SCUT-FBP	
5500	

PC	 MAE	 RMSE	

0.9150		 0.2085		 0.2744		
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The	 limitations	 in	 facial	 beauty	 prediction	 researches,	 as	 detailed	 in	 table,	 are	
extensive	 and	 complex.	 They	 encompass	 challenges	 like	 limited	 and	 non-diverse	
datasets,	which	can	skew	models'	understanding	of	global	beauty	standards.	The	
prevalent	 use	 of	 transfer	 learning,	 while	 resourceful,	 raises	 concerns	 about	 the	
models'	ability	to	predict	beauty	independently.	The	implementation	complexities,	
cultural	 biases	 in	 training	 data,	 and	 dataset	 variability	 further	 complicate	 the	
matter.	 These	 issues	 underscore	 the	 need	 for	 more	 inclusive,	 fair,	 and	 robust	
models	capable	of	accurately	 representing	diverse	beauty	standards.	The	pursuit	
of	 universally	 applicable	 methodologies	 is	 crucial,	 especially	 considering	 the	
subjective	 nature	 of	 beauty	 and	 the	 need	 to	 ensure	 fairness	 across	 different	
cultural	contexts.	This	highlights	both	the	advancements	in	facial	beauty	prediction	
and	the	persistent	challenges	that	need	to	be	addressed	to	enhance	the	accuracy,	
fairness,	and	generalizability	of	these	models.	
On	the	contrary,	it	is	observed	that	the	SCUT-FBP,	SCUT-FBP5500,	and	MEBeauty	
datasets	 have	 prominently	 emerged	 as	 preferred	 selections,	 functioning	 as	
principal	 benchmarks	 in	 numerous	 investigations.	 However,	 the	 imbalanced	
nature	 of	 these	 datasets	 presents	 a	 noteworthy	 concern	 that	 could	 potentially	
compromise	 the	 validity	 of	 outcomes	 in	 a	 majority	 of	 studies.	 Notably,	 the	
preponderance	of	beauty	scores	within	the	[2-2.9]	range	out	of	a	maximum	score	
of	5	in	both	SCUT-FBP	and	SCUT-FBP5500	datasets,	and	the	dominance	of	beauty	
scores	within	 the	 [4.0-4.9]	range	out	of	a	maximum	score	of	10	 in	 the	MEBeauty	
dataset	 introduces	 a	 skewness	 in	 the	 distribution	 of	 beauty	 evaluations.	 This	
disparity	 in	 score	 distributions	warrant	 careful	 consideration	when	 interpreting	
and	 generalizing	 the	 findings	 derived	 from	 these	 datasets,	 as	 it	 may	 impact	 the	
overall	 representativeness	 and	 generalizability	 of	 the	 models	 trained	 and	
evaluated	on	such	imbalanced	data.	
In	term	of	result,	the	table	1	shows	that	the	researchers	often	employ	a	regression	
approach,	 leveraging	 datasets	 where	 FBP	 is	 numerically	 scored.	 The	 primary	
evaluation	 metrics	 used	 to	 assess	 the	 effectiveness	 of	 different	 models	 include	
Pearson	 Correlation	 (PC),	 Mean	 Absolute	 Error	 (MAE),	 and	 Root	 Mean	 Square	
Error	 (RMSE).	 Among	 the	 datasets,	 the	 SCUT-FBP5500	 dataset	 emerges	 as	 a	
commonly	used	choice,	offering	insights	into	the	complexity	of	beauty	prediction.	
When	evaluating	MAE	[47]	stand	out	with	an	exceptional	performance,	achieving	a	
remarkably	 low	MAE	of	0.2071.	 In	contrast,	 [46]	 	report	a	higher	MAE	of	0.2565,	
primarily	 attributed	 to	 their	 utilization	 of	 Face	 Cropping	 in	 their	 approach.	 The	
Pearson	Correlation	(PC)	scores	exhibit	a	diverse	range,	spanning	from	0.5	to	0.93.	
Yang	 et	 al.	 [51]	 achieve	 the	 highest	 PC	 score	 using	 the	 VGG16-Net	 model	 with	
ensemble	cost	 functions,	 showcasing	a	 strong	correlation	between	predicted	and	
actual	beauty	ratings.	Conversely,	the	worst	PC	score	is	reported	by	[45],	indicating	
limitations	 in	 the	 model's	 predictive	 power.	 Root	 Mean	 Square	 Error	 (RMSE)	
serves	as	an	 indicator	of	prediction	accuracy.	 [46]	 	 surpass	 in	 this	 regard	with	a	
notable	 RMSE	 score	 of	 0.23,	 primarily	 attributed	 to	 their	 innovative	 use	 of	 Face	
Cropping.	 However,	 the	 worst	 RMSE	 score,	 reaching	 0.647,	 is	 observed	 when	
combining	 classical	 machine	 learning	 with	 deep	 learning,	 highlighting	 the	
complexities	of	accuracy	in	such	an	approach.		
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Within	the	SCUT-FBP	dataset,	notable	variations	in	MAE,	PC,	and	RMSE	scores	are	
observed.	The	best	MAE	score	of	0.185949	is	achieved	by	[50]	using	the	FIAC-NET	
model,	 reflecting	 the	 precision	 of	 their	 predictions.	 In	 contrast,	 the	 worst	 MAE	
score,	0.26348,	is	reported	by	[53]	.	Turning	to	Pearson	Correlation	(PC),	the	SCUT-
FBP	 dataset	 presents	 a	 spectrum	 of	 performance.	 The	 highest	 PC	 score	 of	
0.9100582	 is	 achieved	 by	 [50]	 using	 the	 FIAC-NET	 model,	 signifying	 a	 robust	
correlation	between	predicted	and	actual	beauty	ratings.	Conversely,	the	lowest	PC	
score	of	0.8898	is	reported	by	[40]	.In	terms	of	RMSE	within	the	SCUT-FBP	dataset,	
[46]	 	 lead	 the	 way	 with	 an	 RMSE	 of	 approximately	 0.25,	 attributed	 to	 their	
innovative	 use	 of	 Face	 Cropping.	 In	 contrast,	 the	 worst	 RMSE	 score	 is	 0.312,	
reported	by	[41].	
	
	
	
E. Conclusion	and	Recommendations	

	
This	 review	of	 facial	beauty	prediction	(FBP)	using	deep	 learning	 techniques	

has	illuminated	the	dynamic	interplay	between	technological	advancement	and	the	
nuanced	 concept	 of	 beauty.	 The	 field,	 though	 still	 evolving,	 has	 made	 notable	
strides	in	employing	deep	learning	for	the	intricate	task	of	beauty	assessment.	
Throughout	 the	 review,	 it	 has	 become	 evident	 that	 deep	 learning	 models,	
particularly	 convolutional	 neural	 networks	 (CNNs),	 have	 greatly	 enhanced	 our	
ability	to	analyze	and	predict	facial	attractiveness.	Innovations	such	as	BeautyNet,	
DALDL,	and	various	ensemble	methods	have	demonstrated	improved	accuracy	and	
efficiency	 in	 beauty	 prediction.	 However,	 these	 advancements	 are	 not	 without	
their	limitations.	The	complexity	of	model	implementation,	dependency	on	specific	
datasets,	and	the	inherent	biases	in	the	training	data	have	emerged	as	significant	
challenges.	These	limitations	underscore	the	need	for	further	refinement	in	model	
architectures	and	learning	strategies.	
The	 datasets	 used	 in	 FBP,	 such	 as	 SCUT-FBP,	 LSFBD,	 and	 SCUT-FBP5500,	 have	
played	 a	 critical	 role	 in	 the	 development	 of	 these	models.	 However,	 the	 skewed	
distribution	of	beauty	scores	and	the	cultural	specificity	inherent	in	these	datasets	
highlight	 the	 need	 for	 more	 balanced	 and	 diverse	 data	 collection	 methods.	 The	
pursuit	 of	 models	 that	 accurately	 represent	 global	 beauty	 standards	 and	 are	
sensitive	to	cultural	diversity	is	imperative	for	the	future	of	FBP	research.	
In	 conclusion,	 while	 deep	 learning	 has	 brought	 new	 perspectives	 to	 the	
understanding	of	facial	beauty,	the	journey	towards	creating	unbiased,	universally	
applicable,	 and	 ethically	 sound	 FBP	 models	 is	 ongoing.	 The	 field	 stands	 at	 a	
crossroads,	with	opportunities	 to	delve	deeper	 into	 the	 fusion	of	 technology	and	
aesthetics,	 while	 also	 facing	 the	 challenge	 of	 addressing	 the	 ethical	 and	 cultural	
implications	of	 its	advancements.	Future	research	should	 focus	on	enhancing	 the	
diversity	and	representativeness	of	datasets,	improving	the	fairness	and	inclusivity	
of	models,	and	continually	questioning	and	refining	the	ethical	boundaries	of	using	
technology	to	assess	human	beauty.	
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