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The objective of application and product sentiment analysis is to determine 
the polarity of sentiment in application reviews based on user feedback. The 
LSTM model and its derivatives, such as the GRU, are becoming increasingly 
popular among the various Neural Network designs employed in sentiment 
analysis. However, the LSTM model continues to have issues with how slowly 
it converges and can only gather data in a single direction, so in order to 
enhance performance, other deep learning techniques like Bi-LSTM must be 
used. In addition, word embedding combinations can be taken into consider-
ation in order to generate an evergreater variety of word representations. 
This research presents a comparison of LSTM and BiLSTM models in order 
whether the performance of the combination of the BiLSTM model with the 
application of word embedding is capable of having better performance than 
the one-way LSTM model. The accuracy test results demonstrated that 
BiLSTM model with Word2Vec gets the highest accuracy test results, with an 
accuracy of 87%. This proves that the BiLSTM model with Word2Vec is able 
to have better performance than LSTM. 
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A. Introduction 
Sentiment analysis has gained popularity as a study topic in the domains of 

data mining and natural language processing in the last decade [1] [2]. Sentiment 
analysis is one of Natural Language Processing's primary functions (NLP). Once 
attitudes, ideas, opinions, or judgments regarding a given topic have been retrieved, 
sentiment recognition can be useful for governments, corporations, and individual 
decision-makers [3]. Text documents are categorized using sentiment analysis into 
positive, neutral, and negative sentiment groups. Public opinion on a subject can be 
ascertained by categorizing people into these groups according to their perceptions 
[4]. Text sentiment analysis can also be used to categorize an individual's emotions 
[5]. 

Sentiment analysis covers a wide range of subjects, including cyberbullying 
[6], identifying emotions from social media expressions [7], and phenomena like 
Covid19 and the Covid19 Vaccine [8]. In addition, sentiment analysis examines 
opinions that individuals have expressed in text reviews, including reviews of 
movies [9] [10], apps reviews [11] [12] [13], drugs [14], and marketplace products 
[15] [16] [17] [18]. 

Finding the polarity of sentiment in application reviews with a lot of data is the 
goal of application and product sentiment analysis. Sentiment analysis results are 
used to learn what users think of the application, how the public perceives it, and 
what features the developer should add-all of course depending on user feedback 
[2] [15]. Comparable to a product, an application needs to meet user needs in order 
to compete with other comparable applications. This means that applications need 
to be developed. Users can share their thoughts about an application's quality, 
features, services, and appearance by writing reviews on application provider 
platforms like Google Play Store, App Store, Amazon, and others [19].  

Even though there is a rating feature available on the Play Store, this feature is 
considered less accurate, this is because in some ratings there is a discrepancy 
between the review text and the rating given, besides that not all ratings have review 
text. That way we only use ratings that have review text, then utilize sentiment 
analysis techniques to analyze the collection of customer reviews. Sentiment 
analysis of the user review data will be utilized to inform development decisions for 
the application [19]. 

Long Short-term Memory (LSTM) model and its variations, including the Gated 
Recurrent Unit (GRU), are drawing more and more attention among the several 
Neural Network architectures used for sentiment analysis [1]. On the other hand, 
the LSTM model continues to have issues with how slowly it converges. Additionally, 
it can only gather data in a single direction, so in order to enhance performance, 
other deep learning techniques like BiLSTM must be used [6] [7] [19]. The inquiry 
pertains to whether the LSTM architecture's built-in gates are currently capable of 
making accurate clasification. By navigating through the input data in two 
directions, BiLSTMs allow for additional training. 

Aside from that, word embedding combinations can be taken into consider-
ation in order to generate an evergreater variety of word representations [12] [17]. 
The application of Word2Vec was carried out because the combination of the LSTM 
deep learning model with Word2Vec word embedding feature extraction to carry 
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out sentiment analysis showed that this model was able to excel compared to Naïve 
Bayes, Support Classification, and CNN in previous research [19]. 

Then, the key research topic is whether BiLSTM performs better than standard 
unidirectional LSTM with its extra training capabilities. This research presents a 
comparison of LSTM and BiLSTM models. Threfore in order whether the 
performance of the combination of the BiLSTM model with the application of word 
embedding is capable of having better performance than the one-way LSTM model, 
this research will combine the BiLSTM model with Word2Vec to carry out sentiment 
analysis on user reviews of the Gojek application based on user reviews written in 
Indonesian. This research will assess the performance of the algorithm using 
accuracy, precision, recall, and F1 measure. 
 
B. Research Method 

Sentiment analysis process for application user reviews presented in Figure 1, 
it begins by collecting a public dataset. This dataset has labels for each sentiment 
category, namely reviews with positive and negative sentiment. Before the data set 
is applied to the model, the dataset is divided into 2 parts, namely 80% training data 
and 20% test data [20] [21]. Several preprocessing stages were also carried out such 
as clean text, stopword removal, stemming, and tokenization which will be 
mentioned in the discussion of Preprocessing Data. After going through the 
preprocessing stages, the data. This will be drilled and tested by applying extraction 
features in the form of word embedding Word2Vec, then experiments will be carried 
out by applying several sentiment analysis models such as LSTM, BiLSTM, and the 
BiLSTM-Dense Layer combination. The results of the sentiment analysis 
classification will be evaluated or validated using accuracy, precision, recall and F1-
Measure until results are obtained in the form of a model that has the best 
performance when combined with Word2Vec to analyze the sentiment of Gojek 
application user reviews. 

 

 
Figure 1. Research Flow 
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1. Dataset 
This study's raw material was the Gojek User Reviews dataset, which is 

available on public (Github.com). For the purposes of this study, the dataset will be 
split into two categories: test data and training data. Up to 80% of the training data 
is used to teach the algorithm to identify the appropriate model. While the Test Data 
included up to 20% of newly collected data without a class yet, a classification 
procedure is still required to identify the appropriate class. The class (label) of the 
data obtained is positive and negative. 

 
2. Preprocessing 
Cleaning 

Clean Text is a method for characterizing text and extracting text from data 
that isn't used in further analysis, such as removing or obscuring text fields, numeric, 
symbols, hyperlinks, hash tags, emoticon, special character, username, and unused 
data columns [7] [15]. 
 
Stemming 

Despite the fact that many words in natural language are identical, recognition 
is worthless due to their varied forms. Stemming is the process of removing suffixes 
and prefixes from an input word in order to recover the parent (root) of a phrase, 
which all associated words will share. For example, the same root will be used for 
computations and stemming often results in root words that are invalid or irrelevant 
[7]. Reducing word variations with almost identical meanings in a document is the 
goal of stemming, which aims to enhance and streamline the information search 
process [13]. The "Sastrawi" stemming method was used in this study. 

 
Stopword Removal 

Stop words removal constitute a process where unimportant words in a text 
document will be removed. These include High-frequency words such as subjects, 
affixes, pronouns, determinants, prepositions, conjunctions, and others are also 
known as function words or closed-class words [9]. "Indonesian" is the stopword 
used in this study. 
 
Tokenization 

Tokenization is the process of identifying words within the input sequence of 
characters, mostly by identifying and separating punctuation marks, abbreviations, 
and other symbols. The tokenization process may also involve steps for normalizing 
the text, such as eliminating HTML tags, username, true casing, or lowercase 
lettering [9]. 
 
SMOTE 

A method of oversampling where the minority class is oversampled without 
replacing the samples, but rather by creating "synthetic" cases. They used specific 
actions on real data to create more training data. Each minority class sample is 
taken, then synthetic examples are introduced along the lines segments joining 
any/all of the minority class nearest neighbors, oversampling the minority class. 
Selecting neighbors at random from the nearest neighbors depends on the degree of 
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over-sampling needed. For example, just two neighbors are selected from the five 
closest neighbors and one sample is generated in each direction if 200% over-
sampling is required.  

The following method is used to generate synthetic samples: Calculate the 
difference between the sample under examination, or the feature vector, and its 
closest neighbor. Add this difference to the feature vector under consideration by 
multiplying it by a random value between 0 and 1.  This results in the random point 
being selected along the line segment that connects two particular features.  This 
strategy essentially compels the minority class's decision-making region to become 
more inclusive [22]. 

 
3. Word2Vec 

Word embedding is a method of representing each word numerically and 
vectorically by transforming the fundamental word into a vector form [23]. Word 
embedding is part of feature extraction; certain word embeddings suggest related 
ideas or methods [24]. 

In 2013, Mikolov. introduced Word2Vec as one of the word embedding 
techniques. Word2Vec is able to determine the meaning of words that are similar to 
the target word by focusing on terms that are near to it. The Word2Vec approach is 
highly popular because of its benefits. Two methods are used by Word2Vec: the 
skip-gram model and the continuous word collection methodology [7]. 

The number of words in the corpus multiplied by the number of hidden 
neurons in the hidden layer determines the dimensions of the weight matrix in each 
layer [25]. Words are converted to vectors using the weight matrix located in the 
drilled hidden layer. Similar to a lookup table, this weight matrix has rows 
representing individual words and columns representing word vectors. Words can 
be represented as vectors in semantic space by using this weight matrix [26]. 

 
4. Sentiment Analysis 

Sentiment analysis, which is commonly referred to as opinion gather-ing, 
encompasses a number of tasks, such as sentiment extraction, sentiment classi-
fication, subjectivity categorization, opinion summarization, and written opinion 
spam detection. Inquiries about feelings, attitudes, and opinions about a range of 
topics, such as businesses, people, events, issues, products, subjects, organizations, 
and services, are the goal of this activity. Examining their beliefs and attitudes is 
another goal [27] [28]. 
 
LSTM 

RNNs struggle to learn long-term dependencies, as was previously mentioned. 
The vanishing gradient problem can be effectively addressed by RNNs, and LSTM-
based models are an extension of these models. In order to allow RNNs to retain and 
learn long-term dependencies on inputs, the LSTM models essentially expand their 
memory. With the help of this memory extension, users will be able to read, write, 
and erase information from their memories for extended periods of time. Because 
the LSTM memory has the option to choose whether to preserve or ignore memory 
information, it is referred to as a "gated" cell. An LSTM model is able to extract 
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significant features from inputs and retains this data for an extended amount of time 
[29]. 

Based on the weight values assigned to the information throughout the 
training process, the decision is made regarding whether to delete or preserve the 
information. As a result, an LSTM model learns what data is important to keep or 
discard [29]. Three gates make up an LSTM model in general: forget, input, and 
output gates. The output gate determines whether the current value in the cell 
contributes to the output, the forget gate decides whether to keep or remove the 
existing information, and the input gate determines how much new information will 
be added to the memory [30] [31]. 
 
BiLSTM 

Contextual information is captured using BiLSTM, which combines an LSTM 
unit with a bidirectional recurrent neural network (BiRNN) model. The BiLSTM 
model handles all inputs in the same way, but in sentiment analysis, the words that 
contain sentiment information have a significant impact on the text's sentiment 
polarity. To solve the issue, this approach presents an improved word sentiment 
vector [32].  

By applying two LSTMs to the input data, the bidirectional LSTM are an 
extension of the previously mentioned LSTM models. An LSTM (i.e., forward layer) 
is applied to the input sequence in the initial round, the input sequence is sent into 
the LSTM model (also known as the backward layer) in reverse form during the 
second round [33], as seen in Figure 2. By using the LSTM twice, long-term 
dependencies are better learned, which increases the accuracy of the model [34]. 

 

 
Figure 2. Bidirectional LSTM [8] 

 
5. Evaluation Matrix 

Confussion Matrix is used to examine how a model's work is related to several 
labels. Confusion matrix illustrates Model categorization performance and how 
accurately a model predicts particular situations [18]. Accuracy, precision, recall, 
and F-measure are the metrics that are most commonly employed in text 
classification. As each metric has a value between 0 and 1, the objective is to 
maximize them all. As a result, higher numbers represent better success in 
classification. Confussion Matrix that presented in Table 1 provides useful 
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understanding of true negative (TN), false positive (FP), false negative (FN), and 
false positive (FP) [35]. 

 
Table 1. Confusion Matrix [36] 
 Predict Class 

Actual Class Positive Negative 
Positive True Positive False Negative 
Negative False Positive True Negative 

 
Categorization performance is measured using an accuracy metric. Accuracy 

is determined by the number of samples that have been identified appropriately. 
Accuracy is employed when the classification reliably predicts a class, which may be 
ascertained using a formula like equation 1. 

Precision and Recall are two metrics that are commonly combined to evaluate 
the retrieval effectiveness of information and are commonly used statistics in text 
classification. More precisely, precision and recall measure the number of relevant 
documents that were successfully retrieved and the formula is found in Equations 2 
and Equations 3 can be used to determine both metrics. 

Recall and accuracy are rarely taken into account separately. F-measure 
sometimes combines these two measurements, providing a single weighted statistic 
for evaluating overall perfor-mance. Equation 4 can be used to compute the F-
measure by utilizing the formula in the equation. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
 𝑥 100%    (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (3) 

 

𝑓 − 𝑚𝑎𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
    (4) 

 
C. Result and Discussion 

The method used for sentiment analysis in this study is using the Long Short-
term Memory, Bidirectional LSTM, and CNN with Word2Vec Word Embedding. 
 
1. Data Collecting 

At the phase of data collection, the author examines information from multiple 
sources, one of which is accessible via the public dataset platform, Github.com. The 
author was able to collect a dataset comprising 1,782 user reviews of Gojek from the 
Playstore. As seen in Figure 3, the dataset consists of 721 positive reviews and 1,061 
negative reviews. 

This research was carried out using 1,782 review data, dividing the data into 
training data and test data in a ratio of 80:20 [20] [21], namely 1,603 review data 
for training data and 179 review data for test data. 
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Figure 3. Dataset Distribution 

 
2. Implementation 

To achieve the best findings, we implemented several experiment using 
various parameters. Wordcloud both preprocesing and after preprocessing, 
followed by Word2Vec embedding, were the parameters that were examined. 
Wordcloud without preprocessing is the parameter being tested for the first one. It 
processes all the data, which comes to 249.277 words, in this wordcloud. These are 
the terms that were in the wordcloud in Figure 4.a prior to preprocessing. 

 

 
Figure 4. Wordcloud (a) Before Preprocessing; (b) After Preprocessing 

 
We have extracted the subject words, conjunctions, and typos from the 

249.277 words of data after processing them all. This allows the preprocessing 
system to read the processed words. In addition, we used the helpful tqdm package 
to show a progress bar with a basic loop depending on the results of repeated 
activities, like looping through a set of data. Additionally, the wordcloud following 
preprocessing is the second parameter evaluated. Process data that has already 
been processed before preprocessing during this step. There are 125.804 words in 
this preprocessing. These are the preprocessed terms from the wordcloud in Figure 
4.b. The feature extraction and evaluation matrix are then followed. 

Among the oversampling techniques most frequently employed to address the 
imbalance issue is SMOTE (Synthetic Minority Oversampling Technique) [37]. By 
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combining preexisting minority instances, SMOTE creates new minority instances. 
By using linear interpolation, it creates the virtual training records for the minority 
class [38]. In this study, with sampling_strategy=1, each example in the minority 
class has one or more k-nearest neighbors that are randomly chosen to create these 
synthetic training records. Following the oversampling procedure, the data is 
rebuilt, and the modified data can be subjected to multiple classification models. In 
the training set, our distribution was negative at 959 and positive at 644. Following 
SMOTE, it changes to 959 (negative), 959 (positive). 

 
3. Evaluation Model 

Based on the analysis and discussion of the experiments that have been carried 
out, it can be stated that LSTM, Bidirectional LSTM, and CNN utilizing Word2Vec 
embedding with the Gojek user review data for this study have been successfully 
implemented. The preprocessing procedure for filtering and classifying data using 
LSTM, Bidirectional LSTM, and CNN was finished with 1,782 data for the purpose 
this study. Up to 80% (1,603 reviews) for training data and 20% (179 reviews) for 
test data were aggregated, 721 positive data and 1,061 negative data make up the 
opinion. Where to avoid the problem of overfitting in conditions of unbalanced data, 
the process of handling the training data is carried out by creating synthetic samples 
from minority classes using the SMOTE method. 

 
Based on the experience of word2vec embedding in the LSTM model, the 

classification results were obtained as shown in the confusion matrix of Figure 5 are 
as follows: true positives are 62, true negatives are 81, false positives are 15, and 
false negatives are 21. The results of the model performance are also presented in 
Table 2. 

 
Figure 5. Confusion Matrix LSTM + Word2Vec 

 
Table 2. Result of LSTM + Word2Vec 

LSTM + Word2Vec 
 Positive Negative 
Accuracy 0.80 
Precision 0.75 0.84 
Recall 0.81 0.79 
F-measure 0.77 0.82 
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Afterwards, the word2vec embedding on the BiLSTM model yields 
classification results were obtained as shown in the confusion matrix of Figure 6 
with true positives of 59, true negatives of 96, false positives of 18, and false 
negatives of 6. Table 3 also displays the results of the model's performance. 

 

 
Figure 6. Confusion Matrix BiLSTM + Word2Vec 

 
Table 3. Result of BiLSTM + Word2Vec 

BiLSTM + Word2Vec 
 Positive Negative 
Accuracy 0.87 
Precision 0.91 0.84 
Recall 0.77 0.94 
F-measure 0.83 0.89 

 
Then, using a Dense Layer combination to implement word2vec embedding in 

the BiLSTM model as shown in the confusion matrix of Figure 7, the classification 
results are as follows: true positives are 59, true negatives are 86, false positives are 
18, and false negatives are 16. The results of the model's execution are also shown 
in Table 4. 

 
Figure 7. Confusion Matrix BiLSTM + Dense Layer + Word2Vec 
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Table 4. Result of BiLSTM + Dense Layer + Word2Vec 
BiLSTM + DenseNet + Word2Vec 

 Positive Negative 
Accuracy 0.81 
Precision 0.79 0.83 
Recall 0.77 0.84 
F-measure 0.78 0.83 

 
The performance outcomes of applying the Word2Vec embedding extraction 

feature to each LSTM, BiLSTM, and BiLSTM + Dense Layer model were then 
analyzed, as shown in Table 5. For Word2Vec + LSTM, Word2Vec + BiLSTM, and 
Word2Vec + BiLSTM-Dense Layer, the performance gains are as follows: Accuracy 
80%, 87%, 81%; Precision 79.5%, 875%, 81%; Recall 80%, 85.5%, 80.5%; and f-
measure 79.5%, 86%, 80.5%. According to the findings, when it comes to doing 
sentiment analysis on user reviews of the Gojek application, the BiLSTM model with 
Word2Vec word embedding performs better than the LSTM and BiLSTM-Dense 
Layer models. 

Table 5. Comparison Evaluation Result 

 
Evaluation 

Accuracy Precision Recall F1-Score 
LSTM 0.800 0.795 0.800 0.795 
BiLSTM 0,870 0.875 0.855 0.860 
BiLSTM + DenseNet 0,810 0.810 0.805 0.805 

 
By processing data in two directions, BiLSTM can assist solve the vanishing 

gradient problem and lower the likelihood of losing information at the start or 
conclusion of the text, which is why it is seen to be superior. When context from both 
sides is required, like in sentiment analysis jobs where a word's meaning depends 
on its preceding and following words, BiLSTM functions well. It processes text 
simultaneously from beginning to finish and from end to beginning. Furthermore, 
sequence modeling and intricate context-dependent context understanding are two 
particular tasks where BiLSTM performs better. This gives each word a deeper and 
more comprehensive context that the model can access. LSTM, on the other hand, is 
thought to be less effective in managing reverse context because it processes text 
only from the beginning and typically only in one direction, which causes it to lose 
some contextual information at the end of a sentence or phrase in sentiment 
analysis. 

 
D. Conclusion 

It is possible to take the results of the analysis and discussion as meaning that 
the LSTM, BiLSTM, and combination of Dense Layer for Gojek user's Review were 
successfully implemented in the data for this study. Data is classified using 
preprocessing, feature extraction, and Word2Vec embedding, which trans-form 
words into vector form for filtering. The accuracy test results demonstrated that our 
model gets the highest accuracy test results, with an accuracy of 87%, using BiLSTM 
with Word2Vec. After-wards, our model achieves the accuracy test results with an 
accuracy of 80% for LSTM with Word2Vec and an accuracy of 81% for BiLSTM + 
Dense Layer with Word2Vec.  
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This proves that the BiLSTM model with Word2Vec is able to have better 
performance than LSTM. Because BiLSTM incorporates information from both 
directions, it can therefore better capture complicated contextual linkages for tasks 
involving com-plex contextual dependencies, such as sentiment analysis. 
Furthermore, this can help understand context, especially for jobs that require 
awareness of the global context. The vanishing gradient or inflating gradient 
problem is a prevalent issue in the training of recurrent networks, such as LSTM. 
Because BiLSTM receives input from both directions, it allows for more efficient 
gradient propagation, which can help alleviate the vanishing gradient problem. 

To examine models and algorithms that perform well when addressing 
particular sentiment analysis instances by using the data held to produce accurate 
results. Additional study is recommended, including case studies involving a variety 
of platforms, model comparisons, algorithms, other embedding models, as well as 
the combination of multiple models. 
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