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The	rapid	development	of	technology	today	has	provided	convenience	for	us	
in	 today's	 civilization.	 One	 of	 these	 developments	 is	 the	 invention	 of	 the	
internet	due	to	high	internet	penetration	and	rapid	growth	in	mobile	usage,	
online	 shopping	 has	 increased	 tremendously.	 This	 online	 shopping	 is	 now	
often	referred	to	as	e-commerce.	E-commerce	is	one	of	the	trade	models	that	
has	been	widened	under	the	effect	of	extensive	use	of	technology.	Specifically,	
e-commerce	refers	to	the	usage	of	the	Internet	or	other	networks.	Shopee	is	
one	of	the	popular	marketplaces	in	Indonesia	that	has	the	highest	number	of	
visitors	of	129	million	per	month	and	can	be	downloaded	on	the	Google	Play	
Store.	Play	Store	 itself	has	several	 features	such	as	Reviews	 that	can	allow	
users	to	give	opinions.	All	complaints	and	opinions	from	shopee	users	can	be	
channeled	 into	 this	 feature.	 With	 this	 a	 research	 aims	 to	 optimize	 the	
performance	value	of	sentiment	analysis	with	the	Term	Frequency-Inverse	
Document	 Frequency	 (TF-IDF)	 method	 and	 Hyperparameter	 Tuning	 with	
Gridsearch	 for	 the	 Shopee	 application	 on	 the	 Google	 Play	 Store.	 Based	 on	
research	the	reviews	resulting	in	3000	data	where	2015	user	data	is	positive	
and		985	data	is	negative.	Testing	data	was	split	by	a	ratio	of	90:10	for	300	
data	 test	 in	 each	 classification	 model	 to	 find	 the	 accuracy	 score.	 With	
hyperparameter	 tuning	 using	 gridsearch	 we	 can	 see	 the	 result	 of	 each	
accuracy	score	of	KNN,	DCT,	RF,	and	LR	is	increasing	from	0.73	to	0.77,	0.823	
to	0.826,	0.856	 to	0.87,	 and	0.856	 to	0.866.	This	 indicated	 that	 among	 the	
machine	 learning	model	 that	had	been	tuning	using	gridsearch,	KNN	is	 the	
one	that	highly	increased.	
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A. Introduction	
The	rapid	development	of	technology	today	has	provided	convenience	for	us	

in	today's	civilization.	One	of	these	developments	is	the	invention	of	the	internet	[1].	
In	 the	recent	years,	due	 to	high	 internet	penetration	and	rapid	growth	 in	mobile	
usage,	online	shopping	has	increased	tremendously	and	has	become	very	popular	
[2].	Internet	technology	has	made	all	human	activities	very	practical	and	fast,	this	
online	shopping	is	now	often	referred	to	as	e-commerce.	

E-commerce	is	one	of	the	trade	models	that	has	been	widened	under	the	effect	
of	extensive	use	of	technology.	Specifically,	e-commerce	refers	to	the	usage	of	the	
Internet	or	other	networks	(e.g.,	 intranets)	to	purchase,	sell,	trade	data,	goods,	or	
services.	This	 already	 revolutionized	 the	way	businesses	operate	 and	 consumers	
shop[3],	 [4].	With	the	advancement	of	 technology,	e-commerce	platforms	such	as	
Shopee,	Tokopedia,	Bukalapak	have	emerged	as	popular	online	marketplaces	that	
connect	 sellers	 and	 buyers	 in	 a	 convenient	 and	 efficient	 way	 [5].	 Therefore	 e-
commerce	is	one	of	the	shopping	media	that	is	often	used	by	people	today	to	make	
it	easier	for	them	to	buy	goods	from	afar	without	going	to	the	shopping	place	itself,	
people	who	want	to	sell	goods	or	services	and	shop	simply	click	on	the	screen	of	
their	gadget,	then	just	sit	back	and	wait	for	the	goods	to	reach	their	hands.	

Shopee	 is	 one	 of	 the	 popular	marketplaces	 in	 Indonesia	where	 Shopee	 is	 a	
mobile	 marketplace	 application	 that	 has	 the	 highest	 number	 of	 visitors	 of	 129	
million	per	month	[6].	Shopee	is	an	electronic	buying	and	selling	application	that	
can	be	downloaded	on	the	Google	Play	Store.	Play	Store	itself	is	a	site	that	provides	
several	applications	ranging	from	music,	movies,	books	and	various	categories	that	
can	be	downloaded	online	[7].	Play	Store	itself	has	several	features	such	as	Reviews	
that	can	allow	users	to	give	opinions	or	comments	on	other	people's	work.	Rating	
that	can	make	users	give	value	to	an	application.	All	complaints	and	opinions	from	
shopee	 users	 can	 be	 channeled	 into	 this	 feature	 on	 the	 Google	 Play	 Store	 [8].	
Sentiment	analysis	is	carried	out	to	see	user	responses	to	the	Shopee	application,	
whether	the	reviews	are	good	or	bad	if	we	look	from	the	perspective	of	comments	
or	ratings	obtained	by	each	review.	

In	 Table	 1,	 there	 is	 attached	 some	 research	 about	 sentiment	 analysis.	 This	
literature	search	using	some	keywords	such	as	“Sentiment	Analysis	using	Decision	
Tree,	Naïve	Bayes	on	the	Shopee”,	“Sentiment	Analysis	Using	K-Nearest	Neighbor,	
SVM,	and	TF-IDF”,	and	“Gridsearch	Sentiment	Analysis	using	KNN,	Random	Forest,	
Logistic	Regression,	Naives	Bayes,	and	SVM”.	

Based	on	the	literature	review,	most	of	research	is	focused	on	getting	better	
accuracy	 using	 various	 algorithm.	 Some	 of	 the	method	 using	 tuning	model	with	
gridsearch	hyperparameter,	TF-IDF,	and	N-Gram.	SVM,	Decision	Tree,	Naïve	Bayes,	
KNN,	 Logistic	 Regression,	 and	 Random	 Forest	 are	 the	 algorithm	 used	 with	
hyperparameter	 tuning	 in	 Gridsearch	 for	 getting	 better	 accuracy.	 By	 adding	 a	
hyperparameter	optimization	will	get	a	better	result	to	determine	hyperparameter	
efficiency	in	choosing	parameter	in	sentiment	analysis[9]	Thus,	after	obtaining	the	
best	parameters,	we	can	choose	what	machine	learning	models	are	accurate	based	
on	the	accuracy	score.	

	
Table	1.	Literature	Review	[10]	

Reference	 Topic	 Accuracy	
Score	

Precision	
Score	

Recall	
Score	

Results	
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[11]	 Sentiment	
analysis	on	the	
shopee	
application	
rating	using	the	
decision	tree	
method	with	
SMOTE	

99.91%	 99.98%	 99.88%	 Better	results	using	
SMOTE	

[12]	 Sentiment	
analysis	shopee	
reviews	on	
twitter	using	
KNN	

Testing	data	
70	:	10	=	
83%	

80	:	20	=	
90%	

-	 -	 Using	the	KNN	
method,	the	accuracy	
obtained	by	testing	10	

k	values	in	the	
distribution	of	
training	data	and	
testing	data	is	70%:	
30%	having	an	

accuracy	of	83%	and	
80%:	20%	have	an	
accuracy	of	90%.	

[13]	 Sentiment	
analysis	of	game	
product	on	
shopee	using	the	
TF-IDF	method	
and	naive	bayes	
classifier	

80.94%	 60.33%	 80.22%	 Combining	TF	IDF	
with	Naïve	bayes	
make	the	sentiment	
analysis	reviews	a	
good	accuracy	

[14]	 Implementation	
of	feature	
extraction	using	
the	TF-IDF	
method	and	N-
Gram	model	to	
analyze	
sentiment	
reviews	

88.4%		 87.3%	 88.4%	 SVM	algorithm	with	
TF-IDF	feature	
extraction	using	

unigram	shows	great	
potential	

[9]	 Propose	a	hybrid	
approach	using	
the	random	
forest	classifier	
and	the	grid	
search	method	
for	customer	
feedback	
sentiment	
prediction	

90.02%	 85.93%	 96.13%	 Increasing	accuracy	of	
Random	forest	using	
tuning	number	of	
maximum	trees	in	
forest	and	depth	of	

tree	

[15]	 Optimizing	K-
Nearest	Neighbor	
based	breast	
cancer	detection	
using	
Hyperparameter	
tuning	

Before	
tuning	:	
90.10%	

After	tuning	
:	94.35%	

-	 -	 The	accuracy	of	the	
optimized	model	with	

tuned	hyper-
parameters	is	

94.35%,	while	the	
accuracy	of	the	KNN	
model	with	default	
hyper-parameters	is	

90.10%.	This	
indicates	that	hyper-
parameter	tuning	
enhances	the	
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accuracy	and	
performance		

[16]	 Peningkatan	
Kinerja	Akurasi	
Prediksi	Penyakit	
Diabetes	Mellitus	
Menggunakan	
Metode	Grid	
Seacrh	pada	
Algoritma	
Logistic	
Regression	

Before	
tuning	:	
78%	

After	tuning	
:	80%	

Before	
tuning	:	
77%	
After	
tuning	:	
79%	

Before	
tuning	:	
77%	
After	
tuning	:	
79%	

The	results	of	
research	on	
improving	the	
performance	of	

prediction	accuracy	
prediction	

performance	of	
diabetes	mellitus	
disease	against	the	
comparison	of	

Logistic	Regression	
model	comparison	
without	Grid	Search	
and	with	Grid	Search	
there	is	a	significant	

increase	
[17]	 Comparing	the	

performance	of	
naive	bayes	and	
svm	classifiers	
and	to	identify	
the	significant	
hyperparameters	
for	the	classifiers.	

NB	:	68.70%	
SVM	:	
85.65%	

NB	:	
83.22%	
SVM	:	
87.60%	

NB	:	
75.36%	
SVM	:	
88.47%	

SVM	has	a	better	
performance	than	

Naive	Bayes	based	on	
sentiment	analysis	of	

healthcare	
companies'	stock	

comments	

Through	 the	 background	 that	 has	 been	 described	 previously,	 this	 research	
aims	 to	 optimize	 the	 performance	 value	 of	 sentiment	 analysis	 with	 the	 Term	
Frequency-Inverse	 Document	 Frequency	 (TF-IDF)	 method	 and	 Hyperparameter	
Tuning	with	Gridsearch	for	the	Shopee	application	on	the	Google	Play	Store.	
	
B. Research	Method	

The	method	used	in	solving	the	problem	in	this	research	is	by	analyzes	user	
reviews	 on	 the	 Shopee	 application	 on	 the	 Google	 Play	 site,	 in	 producing	 a	 good	
accuracy	 level	 performance	 value,	 the	 selected	 model	 will	 be	 carried	 out	
Hyperparameter	Tuning	with	Gridsearch	in	weighting	using	the	Term	Frequency-
Inverse	Document	Frequency	(TF-IDF)	method	which	can	be	seen	in	Figure	1.	

	
Figure	1.	Research	Stages	[18]	

	
2.1.	 Crawling	Data	
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	 The	data	collection	process	 is	obtained	 from	the	Google	Play	Store	site	by	
taking	 raing	 data	 on	 the	 Shopee	 application.	 Data	 collection	 is	 obtained	 by	
performing	scraping	techniques	using	the	Python	algorithm	on	Google	Colab.	
	

	
Figure	2.	Installing	google	play	scrapper	package	

	

	
Figure	3.	Import	library	needed	

	

	
Figure	4.	Retrieve	reviews	data	in	shopee	app		

	
Figure	5.	Saving	data	in	form	of	a	csv	file	

	
We	can	see	the	example	data	that	has	been	crawled	in	figure	6	below.	

	
Figure	6.	Some	of	the	result	of	the	reviews	data	taken	

	
2.2.	 Categorizing	Data	Labels	
	 In	categorizing	the	data	labels,	3,000	review	data	were	taken.	Reviews	with	
ratings	 4	 and	 5	 are	 labeled	 as	 positive	 sentiment,	 ratings	 1,	 2,	 3	 as	 negative	
sentiment	 automatically.	 Obtained	 review	 data	 with	 a	 label	 of	 2015	 positive	
sentiment	or	around	67.2%		and	985	negative	sentiment	or	around	32.8%.	
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Figure	7.	Result	of	data	that	has	been	labeled	

	

	
Figure	8.	Positive	and	negative	reviews	comparison	

	

	
Figure	9.	Plot	pie	positive	and	negative	reviews	

	
	

2.3.	 Preprocessing	Data	
	 Preprocessing	is	one	of	the	important	stages	for	data	in	the	mining	process.	
The	 data	 used	 in	 the	 mining	 process	 is	 not	 always	 in	 an	 ideal	 condition	 for	
processing	 [19].	The	goal	 is	 to	 clean,	 transform,	and	prepare	 the	data	 to	make	 it	
compatible	 for	use	 in	 the	model,	 thus	 improving	 the	performance	and	predictive	
results	of	the	model.	
	

	
Figure	10.	Column	data	that	will	be	preprocessed	

	
In	 this	 stage	 the	 processed	 data	 will	 be	 corrected	 and	 delete	 some	

unnecessary	data.	The	stages	of	data	preprocessing	are	as	follows.	
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2.3.1.	 Case	Folding	is	the	process	of	converting	all	letters	to	small	so	that	the	letters	
become	uniform.	
	

	
Figure	11.	Program	code	for	case	folding	

	
2.3.2.	 Stopword	is	the	filtering	of	words	that	represent	the	document	so	that	words	
that	are	considered	unimportant	are	discarded.	Examples	of	unimportant	words	are	
"in",	"and",	"to",	"from",	etc.	
	

	
Figure	12.	Program	code	for	stopword	

	
2.3.3.	 Tokenizing	each	word	will	be	separated	based	on	the	spaces	found.	
	

	
Figure	13.	Program	code	for	tokenizing	

	
2.3.4.	 Stemming	converting	a	compound	word	into	a	base	word.	
	

	
Figure	14.	Package	for	stemming	
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Figure	15.	Program	code	for	stemming	

	
2.4.	 Term	Frequency-Inverse	Document	Frequency	(TF-IDF)	
	 Term	Frequency	 -	 Inverse	Document	Frequency	(TF-IDF)	 is	a	widely	used	
statistical	 method	 in	 natural	 language	 processing	 and	 information	 retrieval.	 It	
measures	 how	 important	 a	 term	 is	within	 a	 document	 relative	 to	 a	 collection	 of	
documents	(i.e.,	relative	to	a	corpus).	Words	within	a	text	document	are	transformed	
into	importance	numbers	by	a	text	vectorization	process	[20].	By	combining	it,	we	
can	 get	 a	 TF-IDF	 score	 for	 each	 word	 in	 the	 document.	 This	 score	 reflects	 how	
important	the	context	of	word	in	document	and	the	overall	selection.	Words	with	
high	TF-IDF	scores	tend	to	have	more	importance	in	the	document.	
	

	
Figure	16.	Program	word	to	perform	term	weighting	

	

	
Figure	17.	Define	X	and	Y	for	modelling	

	
2.5.	 Split	Data	
	 To	evaluate	the	prediction	results,	test	data	taken	from	the	dataset	is	used.	In	
this	research,	the	ratio	of	training	data	and	test	data	is	90:10[21].	The	division	of	
which	is	generated	through	scikit-learn	with	the	90%	of	2700	train	data	and	10%	of	
300	test	data	will	be	used.	
	

	
Figure	18.	Program	code	for	splitting	data		

	
2.6.	 Modelling	
	 We	will	determine	the	model	with	a	dataset	that	has	been	split	based	on	4	
existing	 algorithms,	 namely,	 K-Nearest	 Neighbor,	 Decision	 Tree,	 Random	 Forest,	
and	Logistic	Regression[22],	[23].	Here	we	will	look	for	the	accuracy	value	of	each	
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algorithm	on	the	dataset	and	then	evaluate	with	Cross	Validation	to	get	the	highest	
accuracy	results	at	the	model	tuning	stage.			
	

	
Figure	19.	Import	package	for	modelling		

	
Table	2.	Program	code	for	classification	each	model	

Modelling	
Model	1	:	K-Nearest	Neighbor	

	

Model	2	:	Decision	Tree	

	
Model	3	:	Random	Forest	

	

Model	4	:	Logistic	Regression	

	
	

	
2.7.	 Cross	Validation	Evaluation	
	 Cross-validation	 evaluation	 adalah	 a	method	 used	 in	machine	 learning	 to	
measure	 model	 performance	 more	 accurately	 by	 utilizing	 available	 data	 more	
efficiently.	This	 technique	provides	 the	ability	 to	estimate	model	performance	on	
unseen	data	not	used	while	training,	tuning	model	hyperparameter,	resolving	the	
issues	about	third	split,	and	avoid	instability	of	sampling	[24].	In	gridsearch,	every	
combination	of	a	preset	list	of	values	of	hyperparameters	is	tried,	such	that	the	best	
combination	 is	 chosen	 based	 on	 the	 cross-validation	 score	 [25].	 By	 using	 cross-
validation	at	each	step	of	the	evaluation,	you	ensure	that	you	evaluate	the	model's	
performance	more	accurately	and	objectively	across	a	wide	range	of	data.	
	

	
Figure	20.	Import	package	for	Cross	Validation	

	
Table	3.	Program	code	for	each	cross	validation	modelling	

Cross	Validation	Evaluation	Code	
Model	1	:	K-Nearest	Neighbor	

	

Model	2	:	Decision	Tree	

	
Model	3	:	Random	Forest	 Model	4	:	Logistic	Regression	



	 	 ISSN	2549-7286	(online)	

Indonesian	Journal	of	Computer	Science		 															Vol.	12,		No.	5,	Ed.	2023	|	page	2360	
	 	

	
	

	
	

	
2.8.	 Tuning	Model	
	 Tuning	model	 is	 a	 step	 to	 provide	 parameters	 to	 the	model	 that	 has	 the	
highest	 accuracy	 based	 on	 datasets	 that	 have	 been	 searched	 for	 k-fold	 or	 cross	
validation	values.	The	evaluation	results	of	the	tuning	model	are	carried	out	with	
the	 GridsearchCV	 library	 from	 Python	 to	 select	 the	 best	 parameters[21].	 It	 is	 a	
method	to	determine	the	optimal	hyperparameters	of	a	model	which	aids	in	higher	
accurate	prediction.	Gridsearch	function	also	consists	of	a	scoring	parameter	which	
helps	in	specifying	the	metric	to	be	assessed	on	[26]	This	avoids	the	manual	trial-
and-error	method	and	allows	you	to	search	for	parameter	combinations	in	a	more	
systematic	and	efficient	manner.	However,	this	technique	can	be	time-consuming,	
especially	if	there	are	many	hyperparameters	to	be	determined	and	the	search	space	
is	large.	
	

	
Figure	21.	Import	package	for	gridsearch	

	
Table	4.	Best	model	for	each	model	

Get	Best	Model		
Model	1	:	K-Nearest	Neighbor	

	
	

Model	2	:	Decision	Tree	

	
Model	3	:	Random	Forest	

	
	

Model	4	:	Logistic	Regression	
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C. Result	and	Discussion	
	
3.1.	 Accuracy	Score	
	 After	 splitting	 the	 train	 data	 and	 test	 data,	 we	 will	 search	 for	 the	 score	
accuracy	of	each	model	with	the	coding	that	has	been	made	before	with	the	number	
of	test	data,	namely	300.	
	

Table	5.	Accuracy	score	each	classification	model	
Accuracy	Score	Before	Tuning	

Model	1	:	K-Nearest	Neighbor	

	
	

Model	2	:	Decision	Tree	

	

Model	3	:	Random	Forest	

	
	

Model	4	:	Logistic	Regression	

	

	
	 As	we	can	see	that	testing	on	test	data	generate	accuracy	score	for	K-Nearest	
Neighbor	0.73,	Decision	tree	0.823,	Random	forest	0.856,	Logistic	Regression	0.856.	
Proved	 that	 distance	 beetwen	 each	 model	 is	 not	 much	 different.	 Here	 is	 the	
visualization	for	Confusion	Matrix	for	each	model	in	Table	5.	
	

Table	6.	Confusion	Matrix	for	each	model	
Confusion	Matrix	

Model	1	:	K-Nearest	Neighbor	

	

Model	2	:	Decision	Tree	
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Model	3	:	Random	Forest	

	
	

Model	4	:	Logistic	Regression	

	

	
3.2.	 Cross	Validation	Score	
	 For	cross	validation	score	for	each	model,	we	use	k-fold	for	n_splits	3,4,5	fold.	
Within	that	fold	we	will	use	the	highest	score	beetwen	three	fold.	
	

Table	7.	Cross	validation	score	for	each	model	
Result	of	Cross	Validation		

Model	1	:	K-Nearest	Neighbor	

	
	

Model	2	:	Decision	Tree	

	

Model	3	:	Random	Forest	

	
	

Model	4	:	Logistic	Regression	

	

	
3.3.	 Hyperparameter	Tunning	
	 After	we	input	the	best	model	that	already	searched	with	get_params,	then	
we	use	gridsearch	alongside	the	highest	cv	score	for	each	model.	
	

Table	8.	Gridsearch	best	model	for	each	classification	
Using	Best	Model		

Model	1	:	K-Nearest	Neighbor	

	
	

Model	2	:	Decision	Tree	

	
	

Model	3	:	Random	Forest	

	
	

Model	4	:	Logistic	Regression	

	

	
3.3.1	 Best	Score	for	Each	Model	
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	 After	getting	the	best	model	for	each	classification	model,	we	will	re-input	
the	accuracy	score	using	the	new	model	from	gridsearch	to	see	if	the	accuracy	will	
increase	or	not.	
	

Table	9.	New	score	after	hyperparameter	tuning	
New	Accuracy	Score	

Model	1	:	K-Nearest	Neighbor	

	
	
	

Model	2	:	Decision	Tree	

	
	

Model	3	:	Random	Forest	

	
	

Model	4	:	Logistic	Regression	

	

3.3.2	 Comparison		
	

	
Figure	22.	Comparison	beetwen	modelling	after	hyperparameter	tuning	

	
D. Conclusion	

After	 conducting	 research	 on	 “Sentiment	 Analysis	 Performance	 Value	
Optimization	Using	Hyperparamater	Tunning	With	Grid	Search	on	Shopee	App	
Reviews”,	it	can	be	concluded	that	in	sentiment	analysis	of	shopee	application	
reviews	on	Google	Play	Store	from	3000	data	that	has	been	crawled,	as	much	as	
2015	user	data	 is	positive	or	around	67.2%	of	 the	data	gives	4-star	or	5-star	
reviews	 and	 the	 remaining	 32.8%	 or	 985	 data	 is	 negative	 when	 we	 make	
calssification	for	each	modelling,	for	the	data	used	in	this	study	300	data	used	
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for	 test	 data	 after	 being	 split	 by	 a	 ratio	 of	 90:10	 will	 be	 used	 for	 each	
classification	model	such	as	K-Nearest	Neighbor,	Decision	Tree,	Random	Forest,	
and	Logistic	Regression.	But	with	hyperparameter	tuning	using	gridsearch	we	
can	see	the	result	of	each	accuracy	score	of	KNN,	DCT,	RF,	and	LR	is	increasing	
from	 0.73	 to	 0.77,	 0.823	 to	 0.826,	 0.856	 to	 0.87,	 and	 0.856	 to	 0.866.	 This	
indicated	 that	among	 the	machine	 learning	model	 that	had	been	 tuning	using	
gridsearch,	KNN	is	the	one	that	highly	increased.	
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