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Diseases	 in	 tomato	 plants	 can	 cause	 economic	 losses	 in	 the	 agricultural	
industry.	Identification	of	tomato	plant	diseases	is	important	to	choosing	the	
right	 action	 to	 control	 their	 spread.	 In	 this	 research,	 we	 propose	 an	
approach	 to	 identify	 tomato	 plant	 diseases	 using	 a	 machine	 learning	
algorithm	and	lab	colour	space-based	image	segmentation	using	the	fuzzy	c-
means	 (FCM)	 clustering	 algorithm.	 The	 segmentation	 method	 aims	 to	
separate	 the	 infected	area,	 leaf	 image,	and	background	 in	 the	 tomato	plant	
image.	 In	 the	 first	 step,	 the	 tomato	 image	 is	 represented	 in	 the	Lab	colour	
space,	which	allows	for	combining	information	on	brightness	(L),	red-green	
colour	 components	 (a),	 and	 yellow-blue	 colour	 components	 (b).	 Then,	 the	
FCM	 algorithm	 is	 applied	 to	 segment	 the	 image.	 The	 segmentation	 results	
are	then	evaluated	through	an	identification	process	using	machine	learning	
techniques	 such	 as	 k-Nearest	 Neighbors	 (kNN),	 Random	 Forest	 (RF),	
Support	Vector	Machine	(SVM),	and	Naïve	Bayes	(NB)	to	measure	the	level	
of	 accuracy.	 The	 dataset	 used	 in	 this	 research	 is	 tomato	 images,	 which	
include	 various	 plant	 diseases	 obtained	 from	 the	 Kaggle	 dataset.	 The	
performance	 results	 of	 the	 proposed	method	 show	 that	 the	 segmentation	
approach	 based	 on	 Lab	 colour	 space	with	 the	 FCM	 clustering	 algorithm	 is	
able	 to	 identify	 infected	 areas	 well.	 The	 accuracy	 value	 of	 each	 machine	
learning	method	used	is	kNN	of	85.40%,	RF	of	88.87%,	SVM	of	80.73%,	and	
NB	of	74.60%.	The	proposed	method	shows	success	in	accurately	identifying	
types	 of	 tomato	 plant	 diseases	 and	 obtains	 improvements	 compared	 to	
without	using	segmentation.	
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A. Introduction	
Tomato	 plants	 (solanum	 lycopersicum)	 have	 many	 benefits	 and	 are	

important	 in	 various	 aspects	 of	 human	 life	 [1].	Maintaining	 the	health	of	 tomato	
plants	is	very	important	because	it	has	a	big	impact	on	the	productivity	and	quality	
of	the	crop.	Healthy	tomato	plants	tend	to	produce	more	and	higher-quality	fruit.	
By	 maintaining	 plant	 health,	 farmers	 can	 increase	 the	 potential	 for	 profitable	
yields.	 However,	 tomato	 plants	 are	 susceptible	 to	 various	 diseases	 and	 pest	
attacks,	 such	 as	 viruses,	 bacteria,	 fungi,	 fleas,	 caterpillars,	 and	mealybugs	 [2].	 By	
recognising	diseased	tomatoes,	farmers	can	improve	plant	health,	reduce	the	risk	
of	losses,	and	support	agricultural	sustainability.	

Detection	of	 tomato	plant	diseases	can	be	done	by	examining	symptoms	on	
the	 plant,	 using	 visual	 observation,	 or	 using	 advanced	 technology	 such	 as	
laboratory	tests	or	plant	sensors.	However,	this	process	takes	a	long	time	and	costs	
a	 lot.	 Thus,	 an	 approach	 based	 on	 artificial	 intelligence	 is	 widely	 used	 in	
recognising	 tomato	 diseases	 [3].	 One	 technique	 that	 is	 often	 used	 is	 computer	
vision,	where	by	utilising	machine	learning	approaches,	artificial	 intelligence,	and	
image	processing,	we	can	recognise	an	object	using	digital	images	[4].	

The	 computer	 vision	 approach	 makes	 it	 possible	 to	 detect	 plant	 diseases	
automatically	 and	 quickly,	 allows	 farmers	 to	 take	 appropriate	 preventive	 and	
control	measures	 before	 infections	 spread	more	widely,	 and	 reduces	 the	 risk	 of	
losses	in	crop	yields	[5].	Computer	vision	techniques	for	detecting	tomato	diseases	
are	 one	 example	 of	 the	 application	 of	 machine	 learning	 in	 agriculture	 that	 can	
increase	the	efficiency	and	sustainability	of	the	agricultural	sector.	

Various	 identification	 techniques	 using	machine	 learning	 have	 been	widely	
used	 to	 detect	 diseases	 in	 tomato	 plants.	 The	 use	 of	 the	 deep	 learning	 neural	
network	method	obtained	very	good	accuracy.	This	research	uses	the	CNN	method	
and	 various	 input	 variations	 to	 recognise	 images	 of	 tomato	 plants	 infected	with	
plant	diseases	[6].	Other	studies	used	SVM	and	KNN	techniques	to	identify	diseases	
in	 tomatoes,	 and	 both	 methods	 succeeded	 in	 identifying	 diseases	 very	 well	 [7].	
From	the	research	conducted,	the	machine	learning	method	can	effectively	be	used	
in	identifying	tomato	plant	diseases	with	very	good	accuracy.	

In	computer	vision	techniques,	there	is	one	process	that	is	very	important	to	
do	well	to	obtain	accurate	identification	results,	namely	the	segmentation	process	
[8].	 The	 image	 segmentation	 process	 is	 very	 important	 in	 detecting	 tomato	
diseases	 because	 it	 allows	 the	 separation	 of	 relevant	 parts	 of	 the	 tomato	 plant	
image.	 Segmentation	 is	 a	 method	 used	 to	 divide	 images	 into	 separate	 parts	 or	
objects	 that	have	certain	characteristics	or	attributes.	 In	 the	process	of	detecting	
tomato	diseases,	 segmentation	helps	 identify	areas	on	 the	plant	 that	are	 infected	
with	the	disease	more	accurately.	

In	this	research,	we	will	use	the	fuzzy	c-means	(FCM)	clustering	technique	to	
carry	out	the	segmentation	process.	The	segmentation	process	using	this	method	
has	 been	widely	 applied	 to	 assist	 in	 the	 object	 recognition	 process.	 The	 fuzzy	 c-
means	 (FCM)	 is	 a	 methodology	 that	 is	 widely	 used	 in	 image	 grouping	 for	
segmentation.	The	 fuzzy	 c-means	 clustering	 (FCM)	 algorithm	 starts	 by	 randomly	
selecting	the	initial	membership	degree	value	for	each	cluster	and	produces	better	
clustering	results	when	the	membership	degree	value	 is	used	correctly.	The	 final	
result	 of	 good	 clustering	will	 be	 appropriate	 image	 segmentation	 and	 improved	
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identification	results	compared	to	without	carrying	out	the	segmentation	process.	
The	FCM	method	has	been	used	in	several	experiments	to	test	segmentation,	with	
positive	 outcomes.	 For	 the	 best	 outcomes	 in	 deciding	 clustering-based	 image	
segmentation,	 the	 fuzzy	 c-means	 (FCM)	 method	 is	 employed.	 The	 proposed	
method	may	be	utilised	 to	 categorise	mangoes	with	 an	 accuracy	 rate	 of	 87%,	 as	
demonstrated	by	the	results	of	the	experiments	conducted	for	this	study	[9].	The	
FCM	method	is	a	type	of	image	segmentation	algorithm	that	is	effective	[10].	

According	 to	 the	 justification	 provided,	 the	 segmentation	 procedure	 is	
essential	to	boosting	accuracy	when	identifying	tomato	diseases.	In	this	research,	
images	of	disease-infected	tomato	leaves	will	be	identified	using	machine	learning	
algorithms,	namely	kNN,	RF,	SVM,	and	NB,	based	on	segmentation	results	using	the	
proposed	FCM	algorithm	to	separate	object	parts	from	image	noise.	The	RGB	image	
will	 first	 be	 transformed	 into	 Lab	 colour	 space	 in	 order	 to	 extract	 the	 colour	
characteristics	 of	 the	 image.	 The	 lab	 colour	 space	 is	 virtually	 linear	with	 human	
visual	perception,	which	is	why	this	alteration	was	done.	It	is	anticipated	that	using	
the	 suggested	 strategy	 will	 provide	 a	 good	 segmentation	 process	 solution	 and	
result	in	high	accuracy	in	the	identification	of	tomato	diseases.	

	
B. Research	Method	

The	major	 goal	 of	 this	 study	 is	 to	 increase	 the	 precision	 of	 tomato	 disease	
identification	 combining	 segmentation	with	 fuzzy	 c-means	 (FCM)	 clustering	 and	
machine	 learning	 techniques.	The	details	of	 the	proposed	 research	stages	 can	be	
seen	in	Figure	1	below.	

	

	
Figure1.	The	Proposed	Method	
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The	 following	 steps	 might	 be	 used	 to	 describe	 the	 proposed	 approach	 for	
diagnosing	tomato	diseases:		

1. Gather	the	acquired	image	data,	namely	images	of	infected	tomato	leaves.		
2. Convert	 the	 tomato	 leaf	 image	 from	 RGB	 to	 Lab	 colour	 space	 to	 begin	

segmenting	it.		
3. Carry	out	calculations	for	the	segmentation	of	an	image	into	a	total	of	three	

clusters.	Clusters	of	leaf	images,	diseased	leaf	portions,	and	background	will	
all	be	seen	in	segmentation	with	fuzzy	c-means	(FCM)	clustering.		

4. In	 tomato	 leaf	 images,	 do	 feature	 extraction	 calculations	 using	 the	 GLCM	
method	for	texture	characteristics	and	HSV	for	colour	attributes.		

5. Create	a	data	matrix	by	combining	all	image	data	using	the	same	processing	
method.	To	diagnose	diseases	in	tomatoes,	this	matrix	will	be	used	as	input	
data	and	a	data	class	in	machine	learning	techniques.		

6. Use	the	machine	learning	methods	kNN,	RF,	SVM,	and	NB	to	identify.	With	
the	 use	 of	 previously	 saved	 information	 (training	 data),	 this	 method	
calculates	the	identification	results	from	a	new	image.		

7. Calculating	the	overall	identification	results	by	comparing	the	identification	
results	 from	 machine	 learning	 algorithms	 with	 the	 actual	 results	 to	 test	
performance	outcomes.	

	
The	 Tomato	 Leaf	 Disease	 Dataset	 from	 the	 Kaggle	 Dataset	 provided	 the	

information	 needed	 in	 this	 investigation.	 There	 are	 5000	 images	 utilised	 as	
research	 items,	 with	 five	 different	 tomato	 diseases	 and	 different	 image	
orientations.	Table	1	provides	the	following	information	about	the	dataset	that	was	
used	in	this	study.	

	
Tabel	1.	The	dataset	used	

Type	of	Diseases	 Number	of	images	
Bacterial	Spot	 1000	
Spider	Mites	Two	Spotted	 1000	
Target	Spot	 1000	
Mosaic	Virus	 1000	
Yellow	Leaf	Curl	Virus	 1000	

	
The	 dataset	 will	 be	 divided	 into	 2	 parts,	 namely	 training	 data	 and	 testing	

data,	with	a	division	percentage	of	70:30,	where	the	entire	image	will	be	subjected	
to	a	disease	identification	process	using	the	proposed	method.	Before	carrying	out	
the	 disease	 identification	 process	 on	 tomato	 plants,	 a	 segmentation	 process	will	
first	be	carried	out	using	the	proposed	method.	In	this	research,	the	method	used	
will	 be	 compared	 with	 methods	 in	 general	 to	 see	 to	 what	 extent	 the	 proposed	
method	can	perform	segmentation	well	and	 influence	 identification	results	using	
machine	learning	techniques.	
	
1. Image	Segmentation	with	Fuzzy	C-Means	(FCM)	Clustering	

The	 fuzzy	 c-means	 (FCM)	 clustering	 technique	 is	 used	 in	 the	 segmentation	
procedure	 to	 remove	 portions	 of	 the	 leaf	 image	 from	 the	 background.	 The	 RGB	
image	will	 be	 transformed	 into	 Lab	 colour	 space	 during	 the	 initial	 segmentation	
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process	in	order	to	extract	colour	feature	values	from	the	image	since	Lab	colour	
space	 is	 almost	 linear	 with	 human	 visual	 perception	 and	 has	 more	 colour	
variations	[11].	To	find	the	Lab	colour	value,	you	can	use	equations	1	and	2	below	
[12].	

	

	 	 	 	 	 	 1	

	

	 	 2	

where,	
L		 :	The	colour	brightness,		
a	 :	The	position	between	magenta	and	green,		
b	 :	The	position	between	yellow	and	blue,	and	
Xw,	Yw	dan	Zw		 :	The	values	X	=	95,04,	Y	=	100.00,	and	Z	=	108,88	from	the		
	 		standard	white	reference	point	(D65).	
	
The	 output	 of	 this	 conversion	 is	 feature	 value	 data	 from	 each	 image,	 after	

which	 the	 FCM	 method	 is	 used	 to	 group	 the	 image	 data.	 Three	 segmentations	
(clusters)	of	 tomato	 leaf	 images,	 including	the	 leaf	 image,	 the	diseased	portion	of	
the	 leaf,	 and	 the	 background,	 make	 up	 the	 clustering	 findings	 of	 the	 suggested	
method.	In	the	process	of	diagnosing	tomato	diseases,	background	clusters	will	be	
eliminated	and	 turned	 into	noise	values.	Equations	3	and	4	below	 illustrate	how	
the	FCM	algorithm	clusters	images	[10].	

	

	 	 3	

where,	

	

	 	 4	

where,		
μki		 :	The	partition	data	(u	matrix)	at	the	k-th	cluster	centre	and	i-th	data,	
dki		:	The	Euclidean	distance	function	at	the	k-th	cluster	centre	and	i-th	data,	
dji		 :	The	Euclidean	distance	function	at	the	centre	of	the	j-th	cluster	and	i-th	data,	
w		 :	The	weighting,	and	
Xij		 :	The	data	on	the	j-th	attribute	and	i-th	data.	
	
2. Features	Extraction	

In	 order	 to	 extract	 discriminative	 feature	 values	 from	 image	 data,	 feature	
extraction	 is	 a	 crucial	 stage	 in	 the	 process	 of	 identifying	 pictures	 and	 pattern	
recognition.	 The	 choice	 of	 input	 features	 affects	 the	 precision	 of	 classification	
significantly	 and	 is	 a	 prerequisite	 for	 running	 training	 on	 the	 used	 algorithm	
[13][14].	The	GLCM	(Grey	Level	Co-occurrence	Matrix),	developed	by	Haralick	et	
al.	 (1973),	 is	 one	 of	 the	 most	 well-known	 and	 commonly	 used	 texture-based	
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feature	 extraction	 methods	 [14].	 The	 GLCM	method	 is	 used	 to	 represent	 image	
information	in	grayscale	and	obtain	texture	attributes	from	an	image	[15].	In	this	
study,	 the	 contrast,	 correlation,	 energy,	 and	 homogeneity	 texture	 feature	 values	
were	 used	 as	 inputs	 for	 the	 feature	 extraction	 method	 with	 GLCM,	 which	 was	
carried	out	using	the	equations	5,	6,	7,	and	8	below	[16][17].		

	
	 	 	 	 	 	 	 5	

	 	 	 	 	 	 	 6	

	 	 	 	 	 	 	 	 7	

	 	 	 	 	 	 	 	 8	
	

The	colour	 feature,	which	may	be	done	using	 the	HSV	approach,	 is	 another	
characteristic	 that	 can	 be	 used	 to	 identify	 an	 image.	 Using	 this	 technique,	 RGB	
colours	are	defined	and	their	hue,	saturation,	and	value	values	are	translated.	The	
following	 equations	 9,	 10,	 and	 11	 can	 be	 used	 to	 calculate	 an	 image's	 colour	
characteristic	value	using	the	HSV	method	[17][18].	
	

	
		 	 	 	 	 9	

	
	

	
							

			 	 	 	 	 	 10	
	 	 	 	 	 	 	 	 	 11	

	
3. Machine	Learning	

Machine	 learning	 is	 a	 method	 that	 is	 widely	 applied	 in	 the	 process	 of	
recognising	 or	 identifying	 objects	 [19].	 Several	 algorithms	 are	 popular	 and	 have	
good	identification	rates,	such	as	kNN,	random	forest,	SVM,	and	Naïve	Bayes.	
	

a. K-Nearest	Neigbors	(kNN)	
K-Nearest	Neighbors	(KNN)	is	a	machine	learning	algorithm	that	is	simple	yet	

effective	in	classifying.	The	basic	theory	of	KNN	is	that	an	object	will	be	classified	
based	 on	 the	majority	 of	 the	 labels	 of	 its	 nearest	 neighbors	 in	 the	 feature	 space	
[20].	In	kNN,	the	prediction	of	the	class	(label)	of	new	data	is	based	on	the	majority	
of	the	classes	from	its	k	nearest	neighbors	in	the	feature	space.	The	mathematical	
equation	for	kNN	in	classification	can	be	found	equation	12	below	[20].	

	

	 	 	 	 	 	 	 	 12	
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where,	
N		 :	The	number	of	features	such	that,		
x	 :	{x1,	x2,	x3,	….,	xN},	and	
y	 :	{y1,	y2,	y3,	….,	yN}.	

.	
b. Random	Forest	
One	 of	 the	 most	 potent	 and	 well-liked	 machine	 learning	 classification	

methods	is	Random	Forest.	As	an	ensemble	technique,	random	forest	makes	use	of	
numerous	 decision	 trees,	 which	 are	 more	 basic	 machine	 learning	 models,	 to	
provide	predictions	that	are	more	accurate	[20].	The	steps	for	finding	results	with	
the	random	forest	method	are	as	follows	[20]:		

1. Data	Subset	Selection,	
2. Feature	Subset	Selection,		
3. Making	Decision	Trees,	and		
4. Voting	(classification).	
	

c. Support	Vector	Machine	
Support	Vector	Machine	(SVM)	is	a	classification	machine	learning	technique	

[20].	SVM	works	by	 finding	the	best	hyperplane	(plane	or	 line)	that	can	separate	
two	classes	 in	 the	dataset.	 In	 the	case	of	SVM	with	 linear	classification,	 the	main	
goal	 is	 to	 find	 the	 best	 hyperplane	 that	 can	 separate	 two	 classes.	 Equation	 13	
below	shows	the	employed	formula	[21].	

	
	 	 	 	 	 	 	 	 13	

where,		
f(x)	 :	The	decision	function	that	produces	class	labels	for	input	data	x,	
xi	 :	The	i-th	attribute	or	feature	of	input	data	x,	
wi		 :	The	weight	corresponding	to	the	ith	attribute	learned	by	the	SVM		

		model,	
b	 :	The	bias	that	affects	the	hyperplane	position,	and	
sign(⋅)	 :	Signum	function,	which	returns	+1	if	the	argument	is	positive	or	0,		

		and	-1	if	the	argument	is	negative.	
	

d. Naïve	Bayes	
The	Naïve	 Bayes	 is	 an	 effective	 strategy	 that	 can	 be	 used	with	 all	 kinds	 of	

datasets	 and	 offers	 a	 higher	 level	 of	 accuracy	 for	 classification	 or	 identification	
outcomes	 utilising	 statistical	 approaches	 and	 probabilistic	 procedures	 [22].	
Equation	 14	 below	 is	 used	 to	 find	 the	 Naïve	 Bayes	 classifier,	 a	 group	 of	
classification	algorithms	based	on	the	Bayesian	theorem	[23].	

	
	 	 	 	 	 	 	 	 	 14	

where,	
P(H|X)	:	The	probability	of	Hypothesis	H	based	on	Condition	X,	
P(X|H)	:	The	probability	of	X	based	on	conditions	in	Hypothesis	H,	
P(H)	 :	The	probability	of	Hypothesis	H,	and	
P(X)	 :	The	probability	of	X.	
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4. Performance	Evaluation	
Performance	 evaluation	 in	 the	 tomato	disease	 identification	process	 in	 this	

study	 used	 relevant	 confusion	 matrix	 techniques,	 such	 as	 accuracy,	 precision,	
recall,	and	f1-score	[24].	To	calculate	the	performance	of	the	method	used	in	this	
research,	it	can	be	calculated	using	equations	15,	16,	17,	and	18	below	[25][26].	
	

	 	 	 	 	 	 	 	 15	

	 	 	 	 	 	 	 	 	 16	

	 	 	 	 	 	 	 	 	 17	

	 	 	 	 	 	 	 18	
	
where,	
	 TP	 :	True	Positive,	
	 TN	:	True	Negative,		
	 FP	 :	False	Positive,	and		
	 FN	:	False	Negative.	
	
C. Result	and	Discussion	

Before	 carrying	 out	 the	 process	 of	 identifying	 diseases	 in	 tomato	 plants,	 a	
segmentation	process	will	be	carried	out	using	the	proposed	method.	In	this	study,	
the	method	used	will	 be	 compared	with	methods	 in	 general	 to	 see	 the	 extent	 to	
which	the	proposed	method	can	perform	segmentation	properly	so	as	to	influence	
the	proposed	identification	results.	

	
1. Tomato	Leaf	Image	Segmentation	Results	
The	 segmentation	 results	 from	 the	 fuzzy	 c-means	 (FCM)	 clustering	method	

will	 be	 shown	 in	 this	 section.	 Figure	 2	 below,	 for	 instance,	 depicts	 a	 image	 of	 a	
tomato	leaf	that	has	a	disease.	
	

 
Figure	2.	Plant	Disease-Infected	Tomato	Leaves	

	
A	common	technique	for	image	recognition	or	identification	is	segmentation	

using	 the	 fuzzy	 c-means	 (FCM)	 clustering	 algorithm.	 In	 general,	 this	 strategy	
produces	 good	 segmentation	 results.	 As	 illustrated	 in	 Figure	 3	 below,	
segmentation	using	 the	 fuzzy	 c-means	 (FCM)	 clustering	algorithm	can	produce	a	
variety	of	results.	
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Figure	3.	Image	Clustering	Results	Using	the	Fuzzy	C-Means	Clustering	

Method	
	

In	Figure	3,	 Section	2	has	 the	background	 cluster	 index,	which	needs	 to	be	
deleted.	Using	an	equation,	each	cluster	with	a	small	pixel	area	is	added	together,	
and	the	cluster	with	the	biggest	pixel	area	is	discarded.	The	largest	area,	which	is	
the	area	that	is	thought	of	as	the	background	in	this	case,	will	be	eliminated	by	the	
algorithm.	In	Figure	3,	the	area	of	the	background	that	will	be	eliminated	has	the	
most	pixels,	which	are	 located	 in	cluster	2.	As	shown	in	Figure	4	below,	 the	 final	
segmentation	results	utilising	the	fuzzy	c-means	clustering	technique.	
	

 
Figure	4.	Leaf	Image	Segmentation	Results	with	the	Fuzzy	C-Means	Clustering		

	
2. Identification	Results	of	Tomato	Plant	Diseases	
After	carrying	out	the	segmentation	process	with	the	proposed	method,	the	

process	 continues	 with	 the	 identification	 of	 tomato	 plant	 diseases.	 The	 method	
used	 is	machine	 learning,	 such	as	kNN,	RF,	 SVM,	and	NB.	This	 is	done	 to	 see	 the	
level	 of	 accuracy	 in	 identifying	 the	 type	 of	 disease	 in	 tomato	 plants.	 The	 testing	
procedure	 is	 carried	 out	 either	 with	 or	 without	 the	 application	 of	 the	 FCM	
segmentation	 result	method.	 The	 results	 of	 tests	 carried	 out	without	 using	 FCM	
segmentation	can	be	seen	in	Table	2	below.	

	
Table	2.	Identification	Results	Without	Using	the	FCM	Segmentation	Method		

Methods	 Results	of	Identification	
Accuracy	 Precision	 Recall	 F1-Score	

kNN	 81.47%	 0.8153	 0.8147	 0.8148	
RF	 84.27%	 0.8426	 0.8427	 0.8422	
SVM	 72.87%	 0.7497	 0.7287	 0.7165	
NB	 71.13%	 0.7148	 0.7113	 0.7037	
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From	the	results	of	the	tests	carried	out,	the	identification	produced	without	
using	the	FCM	segmentation	method	has	quite	good	results.	The	accuracy	results	
obtained	 using	 the	 machine	 learning	 method,	 namely	 kNN	 of	 81.47%,	 RF	 of	
84.27%,	SVM	of	72.87%,	and	NB	of	71.13%.	Then,	 further	 testing	will	be	carried	
out	 using	 FCM	 segmentation	 on	 the	 image	 of	 infected	 tomato	 plants.	 The	 test	
results	using	the	proposed	method	can	be	seen	in	Table	3	below.	

	
Table	3.	Identification	Results	Using	the	FCM	Segmentation	Method	

Methods	 Results	of	Identification	
Accuracy	 Precision	 Recall	 F1-Score	

kNN	 85.40%	 0.8534	 0.8540	 0.8536	
RF	 88.87%	 0.8882	 0.8887	 0.8883	
SVM	 80.73%	 0.8072	 0.8073	 0.8068	
NB	 74.60%	 0.7445	 0.7460	 0.7434	

	
From	the	results	of	the	tests	carried	out,	the	identification	produced	using	the	

FCM	 segmentation	method	 produced	 better	 results	 than	without	 using	 the	 FCM	
segmentation	technique.	The	accuracy	results	obtained	using	the	machine	learning	
method	can	be	described,	namely	kNN	of	85.40%,	RF	of	88.87%,	SVM	of	80.73%,	
and	NB	of	74.60%.	An	increase	in	the	accuracy	of	disease	identification	in	tomato	
plants	with	FCM	segmentation	was	seen	in	all	machine	learning	algorithms	tested	
(kNN,	 RF,	 SVM,	 and	 NB).	 Specifically,	 RF	 achieved	 the	 highest	 improvement	 in	
accuracy,	rising	from	84.27%	to	88.87%	after	applying	FCM	segmentation.		

This	 shows	 that	 the	 use	 of	 FCM	 segmentation	 has	 improved	 the	 model's	
ability	to	better	recognise	and	classify	types	of	disease	on	tomato	plants.	Thus,	the	
results	of	this	study	indicate	that	the	use	of	the	FCM	segmentation	method	can	be	
an	effective	step	in	improving	the	quality	of	disease	identification	and	diagnosis	in	
tomato	plants	using	machine	learning	techniques.	This	has	the	potential	to	support	
agriculture	and	monitor	plant	health	more	efficiently	when	implemented.		

Image	segmentation	is	very	important	in	a	variety	of	applications,	 including	
pattern	 recognition,	 object	 detection,	 computer	 vision,	 and	 image	 analysis.	 In	
pattern	recognition,	image	segmentation	helps	identify	and	separate	objects	from	
the	background	so	 that	 further	analysis	can	be	carried	out	 for	shape	and	pattern	
recognition.	 In	 agriculture,	 image	 segmentation	 is	 very	 important	 for	 identifying	
and	 isolating	 areas	 showing	 disease.	 However,	 image	 segmentation	 is	 also	 a	
complex	 task	and	a	 challenge	 in	 itself,	 especially	when	 the	 image	has	noise,	high	
complexity,	 or	when	 objects	 have	 varying	 sizes	 and	 shapes.	 The	 selection	 of	 the	
right	segmentation	method	depends	on	the	type	of	image	and	the	desired	analysis	
objectives.	

Image	segmentation	FCM	clustering	has	 several	advantages	 that	make	 it	 an	
attractive	 option	 in	 image	 analysis.	 The	 FCM	 method	 is	 able	 to	 handle	 images	
contaminated	by	noise	well.	This	method	uses	fuzzy	membership	values	that	allow	
pixels	to	belong	to	more	than	one	group,	so	they	are	able	to	deal	with	uncertainties	
and	 variances	 that	 may	 exist	 in	 image	 data.	 In	 addition,	 the	 FCM	 method	 is	
relatively	easy	to	 implement	and	can	be	adapted	 for	various	 image	segmentation	
applications.	Although	the	FCM	method	has	many	advantages,	there	are	still	some	
considerations	that	need	to	be	made.	As	with	other	clustering	methods,	the	results	
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of	 segmentation	 are	 highly	 dependent	 on	 the	 initialization	 and	 the	 parameters	
used.	 To	 ensure	 good	 segmentation	 quality,	 proper	 parameter	 selection	 and	
repeated	testing	may	be	required.	In	addition,	there	are	situations	when	the	FCM	
method	is	not	optimal	for	images	with	very	heterogeneous	regions	or	images	with	
very	large	sizes	because	it	requires	significant	computing	resources.		

In	the	disease	 identification	experiment	on	tomato	plants,	machine	 learning	
methods	 such	 as	 kNN,	 RF,	 SVM,	 and	 NB	 were	 used	 to	 analyse	 plant	 images.	
Experimental	 results	 show	 that	 without	 FCM	 segmentation,	 the	 RF	 method	
provides	 the	highest	accuracy,	which	shows	good	ability	 to	 recognise	diseases	 in	
plants.	 However,	 by	 applying	 FCM	 segmentation	 to	 images	 of	 disease-infected	
plants,	 all	 methods	 experienced	 significant	 improvements	 in	 identification	
accuracy.	 In	 this	 research,	 the	 RF	 method	 is	 the	 best	 method	 after	 FCM	
segmentation,	 but	 the	 increase	 in	 accuracy	 with	 FCM	 segmentation	 shows	 the	
importance	of	image	processing	in	agricultural	applications	and	disease	detection	
in	 plants.	 The	 combination	 of	 image	 segmentation	 techniques	 such	 as	 FCM	 and	
machine	 learning	 can	 be	 a	 very	 effective	 tool	 in	 supporting	 modern	 agriculture	
with	the	early	detection	of	diseases	in	plants.	

	
D. Conclusion	

In	 research	 on	 disease	 identification	 in	 tomato	 plants,	 machine	 learning	
methods	such	as	k-Nearest	Neighbors	(kNN),	Random	Forest	(RF),	Support	Vector	
Machine	(SVM),	and	Naïve	Bayes	(NB),	which	were	used	to	analyse	plant	 images,	
obtained	good	results.	Experimental	results	show	that	with	 fuzzy	c-means	(FCM)	
segmentation,	 the	 overall	 machine	 learning	 algorithm	 used	 provides	 better	
accuracy	than	without	segmentation,	which	shows	good	capabilities	in	recognising	
diseases	 in	 plants.	 In	 this	 test,	 the	 RF	 method	 is	 the	 best	 method	 after	 FCM	
segmentation,	 with	 an	 identification	 accuracy	 of	 88.87%.	 The	 combination	 of	
image	 segmentation	 techniques	 such	 as	 fuzzy	 c-means	 (FCM)	 clustering	 and	
machine	 learning	 can	 be	 a	 very	 effective	 tool	 in	 supporting	 agriculture	with	 the	
early	detection	of	diseases.	
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